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Abstract

In the essay, I will talk about a fundamental area in analytic number theory called
Sieve theory and its relating asymptotics in arithmetic functions. A sieve is a tool for
separating desired objects from other objects. The most well-known sieve being the
Sieve of Eratosthenes (which we will discuss in detail later), which states that if 𝑛 ≤ 𝑥
is not prime, then 𝑛 = 𝑝𝑎 where 𝑝 is a prime, 𝑝 ≤

√
𝑥, i.e., an algorithm for finding all

prime numbers up to any given limit.
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1 Asymptotics and Arithmetic Functions
Definition 1.1. An arithmetic function is a function 𝑓 ∶ ℕ → ℂ. These functions can
be used to capture and study certain arithmetic behaviour.

Example 1.2. Here are some examples:
(a) 𝜈(𝑛) = #{distinct prime divisors 𝑝 ∣ 𝑛} or 𝜔(𝑛).
(b) 𝑑(𝑛) = #{divisors 𝑑 ∣ 𝑛} or 𝜎0(𝑛)
(c) 𝜑(𝑛) = #{1 ≤ 𝑑 < 𝑛 ∶ gcd(𝑑, 𝑛) = 1} = |(ℤ∕𝑛ℤ)×| or 𝜙(𝑛)
(d) If𝒜 ⊆ ℕ,

1𝒜(𝑛) = {1 𝑛 ∈ 𝒜
0 𝑛 ∉ 𝒜

1



1 ASYMPTOTICS AND ARITHMETIC FUNCTIONS 2

Arithmetic functions often have very erratic behavior, which makes them more difficult to
dealwith using analytic techniques. Consider the divisor function𝑑(𝑛) = #{positive divisors of 𝑛}.
Let 𝑝 be a prime,
⋄ If 𝑛 = 𝑝, then 𝑑(𝑛) = 2.
⋄ If 𝑛 = 2𝑘, then 𝑑(2𝑘) = 𝑘 + 1.

Definition 1.3. Let 𝑓(𝑥) and 𝑔(𝑥) be two functions and let 𝑥 → ∞. We say 𝑓(𝑥) is
asymptotic to 𝑔(𝑥) and write 𝑓(𝑥) ∼ 𝑔(𝑥) if

lim
𝑥→∞

𝑓(𝑥)
𝑔(𝑥)

= 1

So using asymptotic theory, we can smooth out the information contained in an arithmetic
function by considering the function of a real variable 𝑥,

∑

𝑛≤𝑥
𝑑(𝑛) ∼ 𝑥 log 𝑥 ⇐⇒ lim

𝑥→∞

∑
𝑛≤𝑥 𝑑(𝑛)
𝑥 log 𝑥 = 1

Here is a example. Consider the floor function ⌊𝑥⌋ i.e., the greatest integer ≤ 𝑥. Alterna-
tively,

⌊𝑥⌋ =
∑

𝑛≤𝑥
1

Lemma 1.4. ⌊𝑥⌋ ∼ 𝑥

Proof. By definition, we know ⌊𝑥⌋ ≤ 𝑥. Also, ⌊𝑥⌋ + 1 > 𝑥 implies ⌊𝑥⌋ > 𝑥 − 1. Now, we
will find lim

𝑥→∞

⌊𝑥⌋
𝑥 , so we have

1 − 1
𝑥 = 𝑥 − 1

𝑥 < ⌊𝑥⌋
𝑥 ≤ 𝑥

𝑥 = 1

Also, we have lim
𝑥→∞

1 − 1
𝑥 = 1 and lim

𝑥→∞
1 = 1. So by Squeeze Theorem, we can conclude that

lim
𝑥→∞

⌊𝑥⌋
𝑥 = 1

Hence proved. 2

Definition 1.5. Let 𝑓(𝑥) and 𝑔(𝑥) be function of the real variable 𝑥. We define the follow-
ing:
(a) 𝑓(𝑥) is little-oh of 𝑔(𝑥), written 𝑓(𝑥) = 𝑜(𝑔(𝑥)), if

lim
𝑥→∞

𝑓(𝑥)
𝑔(𝑥)

= 0

In this case, 𝑓(𝑥) is asymptotically smaller than 𝑔(𝑥).



1 ASYMPTOTICS AND ARITHMETIC FUNCTIONS 3

(b) 𝑓(𝑥) is big-oh of 𝑔(𝑥), written 𝑓(𝑥) = 𝑂(𝑔(𝑥)) or 𝑓(𝑥) ≪ 𝑔(𝑥), if there exists a
constant 𝐶 > 0 such that |𝑓(𝑥)| ≤ 𝐶 ⋅ |𝑔(𝑥)| for all 𝑥 ≥ 𝑥0. Equivalently,

lim sup
𝑥→∞

𝑓(𝑥)
𝑔(𝑥)

< ∞

In this case, 𝑓(𝑥) is asymptotically the same order of magnitude or smaller than
𝑔(𝑥).

Lemma 1.6. If 𝑓(𝑥) ∼ 𝑔(𝑥), then 𝑓(𝑥) = 𝑂(𝑔(𝑥)).

We write

𝑓(𝑥) = 𝑔(𝑥)
⏟⏟⏟

main term

+𝑂(ℎ(𝑥))
⏟⎴⏟⎴⏟
error term

⇐⇒ 𝑓(𝑥) − 𝑔(𝑥) = 𝑂(ℎ(𝑥))

Similar notation applies to little-oh.

Lemma 1.7. 𝑂(ℎ(𝑥)) and 𝑜(ℎ(𝑥)) are ideals in the ring of functions defined for 𝑥 sufficiently
large. The above notation is then equivalent to stating that 𝑓(𝑥) and 𝑔(𝑥) belong to the same
coset when quotienting by the ideal 𝑂(ℎ(𝑥)).

Lemma 1.8. ⌊𝑥⌋ = 𝑥 + 𝑂(1)

Proof. We want to bound |⌊𝑥⌋ − 𝑥|. We know that ⌊𝑥⌋ ≤ 𝑥 and ⌊𝑥⌋ > 𝑥 − 1, implying
−1 < ⌊𝑥⌋ − 𝑥 ≤ 0, concluding that |⌊𝑥⌋ − 𝑥| ≤ 1. So, there exists a constant 𝐶 > 0
(specifically 𝐶 = 1) such that |⌊𝑥⌋ − 𝑥| ≤ 𝐶 ⋅ 1 for all 𝑥 ≥ 0, hence implying ⌊𝑥⌋ − 𝑥 = 𝑂(1).
Therefore, ⌊𝑥⌋ = 𝑥 + 𝑂(1). Hence proved. 2

Lemma 1.9. Let 𝑓(𝑥), 𝑔(𝑥) and ℎ(𝑥) be functiosn and let 𝑥 → ∞.
(a) Let𝑓(𝑥)⋅𝑂(𝑔(𝑥)) = 𝑂(𝑓(𝑥)𝑔(𝑥)) and𝑓(𝑥)⋅𝑜(𝑔(𝑥)) = 𝑜(𝑓(𝑥)⋅𝑔(𝑥)). Ifℎ(𝑥) = 𝑂(𝑔(𝑥)),

then 𝑓(𝑥)ℎ(𝑥) = 𝑂(𝑓(𝑥)ℎ(𝑥)).
(b) If 𝑓(𝑥) = 𝑂(𝑔(𝑥)) and ℎ(𝑥) = 𝑂(𝑔(𝑥)), then 𝑓(𝑥) + ℎ(𝑥) = 𝑂(𝑔(𝑥)).
(c) If 𝑓(𝑥) = 𝑂(𝑔(𝑥)) and 𝑔(𝑥) = 𝑂(ℎ(𝑥)), then 𝑓(𝑥) = 𝑂(ℎ(𝑥)).
(d) If 𝑓(𝑥) = 𝑂(𝑔(𝑥)), then

∑

𝑛≤𝑥
𝑓(𝑛) = 𝑂

⎛
⎜
⎝

∑

𝑛≤𝑥
𝑔(𝑛)

⎞
⎟
⎠

(e) If 𝑓(𝑥) = 𝑂(𝑔(𝑥)) and some 𝑦 ∈ ℝ, then

∫
𝑥

𝑦
𝑓(𝑡) 𝑑𝑡 = 𝑂(∫

𝑥

𝑦
𝑔(𝑡) 𝑑𝑡)
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2 Abel Summation
Theorem 2.1. Write 𝐴(𝑥) =

∑

𝑛≤𝑥
𝑎𝑛 and suppose 𝑓(𝑡) is a differentiable function on the

interval (𝑦, 𝑥) for 𝑦 < 𝑥 < ∞. Then,

∑

𝑦<𝑛≤𝑥
𝑎𝑛𝑓(𝑛) = 𝐴(𝑥)𝑓(𝑥) − 𝐴(𝑦)𝑓(𝑦) − ∫

𝑥

𝑦
𝐴(𝑡)𝑓′(𝑡) 𝑑𝑡

𝐴(𝑡) is like a “discrete antiderivative” of 𝑎𝑛, and we can recognize the familar integration
by parts formula with 𝑢 = 𝑓(𝑡) and ε𝑑𝑣ε = 𝑎𝑛

(
so, 𝑑𝑢 = 𝑓′(𝑡) 𝑑𝑡 and ε𝑣ε =

∑

𝑛≤𝑡
𝑎𝑛 = 𝐴(𝑡)

)
:

∑

𝑦<𝑛≤𝑥
𝑎𝑛𝑓(𝑛) = 𝐴(𝑡)𝑓(𝑡)|||||

𝑥

𝑦
− ∫

𝑥

𝑦
𝐴(𝑡)𝑓′(𝑡) 𝑑𝑡

Corollary 2.2.
∑

𝑛≤𝑥

1
𝑛 = log 𝑥 + 𝑂(1)

Proof. By Abel Summation, we have 𝑎𝑛 = 1, 𝑓(𝑡) = 1
𝑡
⇐⇒ 𝑓′(𝑡) = − 1

𝑡2
, 𝐴(𝑡) = ⌊𝑡⌋.

1
1 +

∑

1<𝑛≤𝑥

1
𝑛 = 1

1 + ⌊𝑡⌋ ⋅ 1𝑡
|||||
𝑥

1
− ∫

𝑥

1
⌊𝑡⌋ (− 1

𝑡2) 𝑑𝑡 =
⌊𝑥⌋
𝑥 + ∫

𝑥

1

⌊𝑡⌋
𝑡2 𝑑𝑡

= 𝑥 + 𝑂(1)
𝑥 + ∫

𝑥

1

𝑡 + 𝑂(1)
𝑡2 𝑑𝑡

= 1 + 𝑂 (1𝑥) + ∫
𝑥

1

1
𝑡 𝑑𝑡 + 𝑂(∫

𝑥

1

1
𝑡2 𝑑𝑡)

⏟⎴⎴⎴⏟⎴⎴⎴⏟
𝑂
(
1− 1

𝑥

)

Hence proved. 2

Theorem 2.3.
∑

𝑛≤𝑥
𝑑(𝑛) = 𝑥 log 𝑥 + 𝑂(𝑥)

Proof. We know that 𝑑(𝑛) = #{positive 𝑑 ∣ 𝑛} =
∑

𝑑∣𝑛
1 =

∑

𝑑𝑎=𝑛
1, for some 𝑎 ∈ ℤ. So, we
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have
∑

𝑛≤𝑥
𝑑(𝑛) =

∑

𝑛≤𝑥

∑

𝑑𝑎=𝑛
1 =

∑

𝑑𝑎≤𝑥
1

=
∑

𝑑≤𝑥

⎛
⎜
⎜
⎝

∑

𝑎≤ 𝑥
𝑑

1
⎞
⎟
⎟
⎠

=
∑

𝑑≤𝑥

⌊𝑥
𝑑

⌋

=
∑

𝑑≤𝑥
(𝑥𝑑 + 𝑂(1))

= 𝑥
⎛
⎜
⎝

∑

𝑑≤𝑥

1
𝑑
⎞
⎟
⎠
+ 𝑂

⎛
⎜
⎝

∑

𝑑≤𝑥
1
⎞
⎟
⎠

= 𝑥(log 𝑥 + 𝑂(1)) + 𝑂(⌊𝑥⌋)
= 𝑥 log 𝑥 + 𝑂(𝑥) + 𝑂(⌊𝑥⌋)

since ⌊𝑥⌋ ≤ 𝑥, so ⌊𝑥⌋ = 𝑂(𝑥). Hence proved. 2

3 Möbius Function
Definition 3.1. TheMöbius function is defined as follows:

𝜇(𝑛) = {(−1)
𝑘 𝑛 = ∏𝑘

𝑖=1 𝑝𝑖 is a product of 𝑘 distinct primes
0 otherwise

Lemma 3.2. Let 𝜇(𝑑) be the Möbius function,
∑

𝑑∣𝑛
𝜇(𝑑) = {1 𝑛 = 1

0 𝑛 ≠ 0

Proof. Suppose 𝑛 = 1, we have
∑

𝑑∣1
𝜇(𝑑) = 𝜇(1) = 1

Suppose 𝑛 =
𝑘∏

𝑖=1
𝑝𝑒𝑝𝑖𝑖 ≠ 0, using the binomial theorem we get

∑

𝑑∣𝑛
𝜇(𝑑) = 𝜇(1) +

𝑘∑

𝑖=1
𝜇(𝑝𝑖) +

∑

{𝑖,𝑗}
𝜇(𝑝𝑖𝑝𝑗) +⋯+ 𝜇(𝑝1⋯𝑝𝑘)

=
(𝑘
0
)
+
(𝑘
1
)
(−1) +

(𝑘
2
)
(−1)2 +⋯+

(𝑘
𝑘
)
(−1)𝑘

= ((−1) + 1)𝑘 = 0

Hence proved. 2
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Theorem 3.3. If 𝑓(𝑛) =
∑

𝑑∣𝑛
𝑔(𝑑), then 𝑔(𝑛) =

∑

𝑑∣𝑛
𝜇(𝑑)𝑓 (𝑛𝑑)

Proof. We have
∑

𝑑∣𝑛
𝜇(𝑑)𝑓 (𝑛𝑑) =

∑

𝑑𝑎=𝑛
𝜇(𝑑)𝑓(𝑎)

=
∑

𝑑𝑎=𝑛
𝜇(𝑑)

⎛
⎜
⎝

∑

𝑏∣𝑎
𝑔(𝑏)

⎞
⎟
⎠

=
∑

𝑑𝑎=𝑛
𝜇(𝑑) (

∑

𝑏𝑐=𝑎
𝑔(𝑏))

=
∑

𝑑𝑏𝑐=𝑛
𝜇(𝑑)𝑔(𝑏)

=
∑

𝑏∣𝑛
𝑔(𝑏)

⎛
⎜
⎜
⎝

∑

𝑑𝑐= 𝑛
𝑏

𝜇(𝑑)
⎞
⎟
⎟
⎠

=
∑

𝑏∣𝑛
𝑔(𝑏)

⎛
⎜
⎜
⎝

∑

𝑑
||||
𝑛
𝑏

𝜇(𝑑)
⎞
⎟
⎟
⎠

= 0 + 0 +⋯+ 𝑔(𝑛) ⋅ 1
where,

∑

𝑑
||||
𝑛
𝑏

𝜇(𝑑) =
⎧

⎨
⎩

1 if 𝑛
𝑏
= 1 ⇐⇒ 𝑏 = 𝑛

0 if 𝑛
𝑏
≠ 1 ⇐⇒ 𝑏 ≠ 𝑛

Hence proved. 2

Example 3.4. 𝜎0(𝑛) =
∑

𝑑∣𝑛
1 ⇐⇒ 1 =

∑

𝑑∣𝑛
𝜇(𝑑)𝜎0 (

𝑛
𝑑)

a. Squarefree Numbers
Definition 3.5. An integer 𝑛 is called squarefree if for all prime numbers 𝑝we have 𝑝2 ∤ 𝑛.
Let’s denote § = {𝑠1, 𝑠2, … } be the set of squarefree integers.
Is there a sieve for squarefree numbers? Let’s try something (method of inclusion-exclusion)
. . .

⌊𝑥⌋ −
⌊ 𝑥
22
⌋
−
⌊ 𝑥
32
⌋
−
⌊ 𝑥
52
⌋
−
⌊ 𝑥
72
⌋
−⋯

+
⌊ 𝑥
22 ⋅ 32

⌋
+
⌊ 𝑥
22 ⋅ 52

⌋
+⋯+

⌊ 𝑥
32 ⋅ 52

⌋
+⋯

−
⌊ 𝑥
22 ⋅ 32 ⋅ 52

⌋
−⋯+⋯ =

∑

𝑑
𝜇(𝑑)

⌊ 𝑥
𝑑2
⌋
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Theorem 3.6. #{§ ≤ 𝑥} = (
∞∑

𝑛=1

𝜇(𝑛)
𝑛2 )𝑥 + 𝑂(

√
𝑥)

Proof. First, we can observe that
∞∑

𝑛=1

𝜇(𝑛)
𝑛2 = 6

𝜋2 . Also, If 𝑑
2 > 𝑥 (i.e., 𝑑 >

√
𝑥), then

⌊ 𝑥
𝑑2
⌋
= 0. We have the following:

∑

𝑑
𝜇(𝑑)

⌊ 𝑥
𝑑2
⌋
=

∑

𝑑≤
√
𝑥

𝜇(𝑑)
⌊ 𝑥
𝑑2
⌋
=

∑

𝑑≤
√
𝑥

𝜇(𝑑) ( 𝑥𝑑2 + 𝑂(1)) =
⎛
⎜
⎝

∑

𝑑≤
√
𝑥

𝜇(𝑑)
𝑑2

⎞
⎟
⎠
𝑥 + 𝑂

⎛
⎜
⎝

∑

𝑑≤
√
𝑥

1
⎞
⎟
⎠⏟⎴⏟⎴⏟

𝑂(⌊
√
𝑥⌋)

⎛
⎜
⎝

∑

𝑑≤
√
𝑥

𝜇(𝑑)
𝑑2

⎞
⎟
⎠
𝑥 =

⎛
⎜
⎝

∞∑

𝑑=1

𝜇(𝑑)
𝑑2 −

∑
√
𝑥<𝑑

𝜇(𝑑)
𝑑2

⎞
⎟
⎠
𝑥 = (

∞∑

𝑑=1

𝜇(𝑑)
𝑑2 )𝑥 −

⎛
⎜
⎝

∑
√
𝑥<𝑑

𝜇(𝑑)
𝑑2

⎞
⎟
⎠
𝑥

This only makes sense if
∞∑

𝑑=1

𝜇(𝑑)
𝑑2 converges,

|||||||
𝜇(𝑑)
𝑑2

|||||||
≤
||||||
1
𝑑2
||||||, so converges by comparison

with
∞∑

𝑑=1

1
𝑑2 . Taking, 𝑎𝑛 = 1 ⇐⇒ 𝐴(𝑡) = ⌊𝑡⌋, 𝑓(𝑡) = 1

𝑡2 ⇐⇒ 𝑓′(𝑡) = −2
𝑡3 𝑑𝑡, we get

|||||||||||

∑
√
𝑥<𝑑

𝜇(𝑑)
𝑑2

|||||||||||
≤
|||||||||||

∑
√
𝑥<𝑑≤∞

1
𝑑2

|||||||||||

≤
|||||||||||

⌊𝑡⌋
𝑡2
|||||||||

∞

√
𝑥

|||||||||||
+
|||||||||
2 ∫

∞

√
𝑥

⌊𝑡⌋
𝑡3 𝑑𝑡

|||||||||

≤
|||||||||||

1
𝑡

|||||||||

∞

√
𝑥

|||||||||||
+
|||||||||
2 ∫

∞

√
𝑥

1
𝑡2 𝑑𝑡

|||||||||
≪ 1

√
𝑥

This holds, since ⌊𝑡⌋ = 𝑡 + 𝑂(1) ⇐⇒ ⌊𝑟⌋ ≤ 𝑡. Hence proved. 2

4 Prime Numbers
Prime numbers has been a fundamental structure of study, since the period of Euclid
(providing a proof of infinitude of primes). We know that Sieve of Eratosthenes, gives us a
set of primes numbers upto a given limit. But how many are there? The prime number
theorem gives an approximated answer to this question (which we will discuss in the next
section).

a. Foundational Results

Theorem 4.1 (Chebysheff’s Theorem). 𝜋(𝑥) = 𝑂 ( 𝑥
log 𝑥)
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Proof. Next section! 2

Theorem 4.2.
∑

𝑝≤𝑥

log 𝑝
𝑝 = log 𝑥 + 𝑂(1)

Proof. We know 𝑛! =
∏

𝑝
𝑝𝑒𝑝 =

𝑛∏

𝑘=1
𝑘.

𝑒𝑝 = ⎢
⎣
𝑛
𝑝
⎥
⎦

⏟⏟⏟
#𝑑≤𝑛 s.t. 𝑝∣𝑑

+
⎢
⎢
⎣

𝑛
𝑝2
⎥
⎥
⎦⏟⏟⏟

#𝑑≤𝑛 s.t. 𝑝2∣𝑑

+⋯

∑

𝑝≤𝑛
𝑒𝑝 log 𝑝 =

∑

𝑝≤𝑛
log 𝑝 (⎢

⎣
𝑛
𝑝
⎥
⎦
+
⎢
⎢
⎣

𝑛
𝑝2
⎥
⎥
⎦
+⋯) =

∑

𝑘≤𝑛
log 𝑘 = 𝑛 log 𝑛 − 𝑛 + 𝑂(log 𝑛)

Taking the leading term,
∑

𝑝≤𝑛
log 𝑝 ⎢

⎣
𝑛
𝑝
⎥
⎦
=
∑

𝑝≤𝑛
log 𝑝 (𝑛𝑝 + 𝑂(1))

= 𝑛
∑

𝑝≤𝑛

log 𝑝
𝑝 + 𝑂

⎛
⎜
⎝

∑

𝑝≤𝑛
log 𝑝

⎞
⎟
⎠

= 𝑛
∑

𝑝≤𝑛

log 𝑝
𝑝 + 𝑂(𝑛)

by Chebysheff’s Theorem. For rest of the terms, we have

∑

𝑝≤𝑛
log 𝑝 (

⎢
⎢
⎣

𝑛
𝑝2
⎥
⎥
⎦
+
⎢
⎢
⎣

𝑛
𝑝3
⎥
⎥
⎦
+⋯) ≤

∑

𝑝≤𝑛
log 𝑝 ⋅

∞∑

𝑖=2

𝑛
𝑝𝑖

=
∑

𝑝≤𝑛
log 𝑝 ⋅

⎛
⎜
⎜
⎝

𝑛
𝑝2

1 − 1
𝑝

⎞
⎟
⎟
⎠

= 𝑛
∑

𝑝≤𝑛

log 𝑝
𝑝(𝑝 − 1)

= 𝑂(𝑛)
∑

𝑝≤𝑛

log 𝑝
𝑝(𝑝 − 1)

converges as 𝑛 → ∞ ≤
∑ 1

𝑛3∕2
. Implying,

𝑛
∑

𝑝≤𝑛

log 𝑝
𝑝 + 𝑂(𝑛) + 𝑂(𝑛) = 𝑛 log 𝑛 − 𝑛 + 𝑂(log 𝑛)

∑

𝑝≤𝑛

log 𝑝
𝑝 + 𝑂(𝑛) + 𝑂(𝑛) = log 𝑛 − 1 + 𝑂 (

log 𝑛
𝑛 )

These are all 𝑂(1). Hence proved. 2
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Lemma 4.3.
∑

𝑛≤𝑥
log 𝑛 = 𝑥 log 𝑥 − 𝑥 + 𝑂(log 𝑥)

Corollary 4.4.
∑

𝑝≤𝑥

1
𝑝 = log log 𝑥 + 𝑂(1)

We could prove Corollary 4.4, using Abel Summation with 𝑓(𝑡) = (log 𝑡)−1. We also get a
nice intuitive argument for free!

Corollary 4.5. lim
𝑝→∞

∑

𝑝

1
𝑝 diverges.

b. Prime Number Theorem
Definition 4.6. Define 𝜋(𝑥) as the prime number counting function,

𝜋(𝑥) = #{𝑝 ≤ 𝑥 ∶ 𝑝 prime} =
∑

𝑝≤𝑥
1

We will state and prove a Theorem by Chebysheff on the asymptotic bound for 𝜋(𝑥).

Theorem 4.7 (Chebysheff’s Theorem). 𝜋(𝑥) = 𝑂 ( 𝑥
log 𝑥)

Lemma 4.8. 𝜋(𝑥) = 𝑂 ( 𝑥
log 𝑥) if and only if 𝜃(𝑥) =

∑

𝑝≤𝑥
log 𝑝 = 𝑂(𝑥).

Proof. We observe that,

∏

𝑛<𝑝≤2𝑛
𝑝
|||||||||

(2𝑛
𝑛
)
= (2𝑛)!

𝑛!𝑛! ≤ 22𝑛

where, 22𝑛 = (1 + 1)2𝑛 =
2𝑛∑

𝑖=0

(2𝑛
𝑖
)
(1)𝑖. So we have,

∑

𝑛<𝑝≤𝑛
log 𝑝 ≤ 2𝑛 log 2

𝜃(2𝑛) − 𝜃(𝑛) ≤ 2𝑛 log 2

We will prove 𝜃(𝑛) ≤ 4𝑛 log 2 via strong induction.
Base case: Suppose 𝑛 = 1, then

𝜃(1) =
∑

𝑝≤1
log 𝑝 = 0 ≤ 4 ⋅ 1 ⋅ log 2

Inductive step: Suppose for all 1 ≤ 𝑘 < 𝑛,

𝜃(𝑘) ≤ 4𝑘 log 2
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Suppose 𝑛 is even, then

𝜃(𝑛) − 𝜃
(𝑛
2
)
≤ 𝑛 log 2

𝜃(𝑛) ≤ 𝑛 log 2 + 𝜃
(𝑛
2
)

≤ 𝑛 log 2 + 4
(𝑛
2
)
log 2 [Inductive Hypothesis]

≤ 3𝑛 log 2
≤ 4𝑛 log 2

Suppose 𝑛 ≥ 3 is odd. We observe that 𝑛 + 1 is even and ≥ 4 ⇐⇒ 𝑛 + 1 is not prime. So,

𝜃(𝑛) =
∑

𝑝≤𝑛
log 𝑝 =

∑

𝑝≤𝑛+1
log 𝑝 = 𝜃(𝑛 + 1)

𝑛 + 1 is even and 𝑛+1
2
< 𝑛. Hence,

𝜃(𝑛) = 𝜃(𝑛 + 1) ≤ (𝑛 + 1) log 2 + 𝜃 (𝑛 + 1
2 )

≤ (𝑛 + 1) log 2 + 4 (𝑛 + 1
2 ) log 2 [Inductive Hypothesis]

≤ 3(𝑛 + 1) log 2
≤ 4𝑛 log 2 [by 𝑛 ≥ 3]

implying 𝜃(𝑛) = 𝑂(𝑛). Hence proved. 2

We will state two equivalent statement of the Prime number theorem,

Theorem 4.9 (Prime Number Theorem Version 1). Let𝜋(𝑥) be the prime counting func-
tion. Then

𝜋(𝑥) ∼ 𝑥
log 𝑥

Definition 4.10. Let Li(𝑥) be the logarithmic integral defined by ∫
𝑥

2

𝑑𝑡
log 𝑡 .

Theorem 4.11 (Prime Number Theorem Version 2). Let 𝜋(𝑥) be the prime counting
function and Li(𝑥) be the logarithmic integral. Then

𝜋(𝑥) ∼ Li(𝑥)

There are variety of proofs of the Prime Number Theorem, the most accessible of which
require complex analytic techniques. There does exist an “elementary proof” (i.e. one
that does not appeal to complex analysis). Before proving this theorem, we will state and
proving some required background theorems and lemmas.

Recall the Riemann zeta function, which is defined as

𝜁(𝑠) =
∑

𝑛≥1

1
𝑛𝑠
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on the stripℜ(𝑠) > 1. As we will see later, the zeta function can then be meromorphically
extended to the complex plane, with exactly a simple pole at 𝑠 = 1 of residue 1, and with
trivial zeros at the negative even integers.

Define the two auxiliary functions,

Φ(𝑠) =
∑

𝑝

log 𝑝
𝑝𝑠 𝜃(𝑥) =

∑

𝑝≤𝑥
log 𝑝

Note that the series defining Φ(𝑠) converges absolutely uniformly in any compact subset of
ℜ(𝑠) > 1 and hence Φ(𝑠) is holomorphic there. Through a series of steps, we will prove the
asymptotic relation 𝜃(𝑥) ∼ 𝑥, which then immediately implies the prime number theorem.

Moreover, define the xi function as

𝜉(𝑠) = 𝜋−𝑠∕2𝛤
( 𝑠
2
)
𝜁(𝑠)

in the half-planeℜ(𝑠) > 1. We will state a property of the xi function without proof.
The function 𝜉(𝑠) has an analytic continuation into a meromorphic on the complex

plane with only simple poles at 0,1, and

𝜉(𝑠) = 1
𝑠 − 1 −

1
𝑠 + 𝐹(𝑠)

where 𝐹(𝑠) is entire.

Corollary 4.12. The zeta function can then be meromorphically extended to the complex
plane, with exactly a simple pole at 𝑠 = 1 of residue 1, and with trivial zeros at the negative
even integers.

Lemma 4.13. The relation 𝜁(𝑠) =
∏

𝑝
(1 − 1

𝑝𝑠 )
−1
holds forℜ(𝑠) > 1.

Proof. Expand and use the Fundamental Theorem of Arithmetic to show that the LHS is

the uniform limit of the partial products,
∏

𝑝≤𝑥
(1 − 1

𝑝𝑠 )
−1
. 2

Lemma 4.14. The function 𝜁(𝑠) − 1
𝑠 − 1 extends holomorphically to an entire function.

Proof. Using Fact 4.2.3., and since 𝜋𝑠∕2

𝛤(𝑠∕2)
is entire, looking at the residues implies that

𝜁(𝑠) − 1
𝑠 − 1 extends to an entire function. 2

Lemma 4.15. We have the relation 𝜃(𝑥) ∈ 𝑂(𝑥).

Proof. If 𝑛 ∈ ℕ, then

4𝑛 = (1 + 1)2𝑛 =
2𝑛∑

𝑖=0

(2𝑛
𝑖
)
>
(2𝑛
𝑛
)
= (2𝑛)!
(𝑛!)2

≥
∏

𝑛<𝑝≤2𝑛
𝑝 = 𝑒𝜃(2𝑛)−𝜃(𝑛)
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Therefore,

𝜃(2𝑛) − 𝜃(𝑛) ≤ (2 log 2)𝑛 (1)

Observe that for 𝛿 ≤ 1, we have that 𝜃(𝑥 + 𝛿) − 𝜃(𝑥) is at most log(𝑥 + 1). This allows us to
bound 𝜃(𝑥) in terms of 𝜃(⌈𝑥⌉), and an application of the “Master Theorem” to (1), implies
that 𝜃(𝑥) ∈ 𝑂(𝑥). 2

Lemma 4.16. In the closed half planeℜ(𝑠) ≥ 1, the zeta function is nonzero andΦ(𝑠)− 1
𝑠 − 1

is holomorphic.

Proof. Recall that 𝜁(𝑠) =
∏

𝑝
(1 − 1

𝑝𝑠 )
−1
holds forℜ(𝑠) > 1. By Prop 5.3.2 (in E. M. Stein

and R. Shakarchi, Complex Analysis), we have

𝜁′(𝑠)
𝜁(𝑠)

=
∑

𝑝

𝑑
𝑑𝑠
(1 − 𝑝−𝑠)−1

(1 − 𝑝−𝑠)−1
=
∑

𝑝

− log 𝑝
𝑝𝑠 − 1 = −Φ(𝑠) −

∑

𝑝

log 𝑝
𝑝𝑠(𝑝𝑠 − 1)

(2)

Since,
∑

𝑝

log 𝑝
𝑝𝑠(𝑝𝑠 − 1)

converges to a holomorphic function inℜ(𝑠) > 1
2
, and usingCorollary

4.2.4, we have that Φ extends meromorphically untoℜ(𝑠) > 1
2
.

In particular, this implies that 𝜁(𝑠) has no roots in ℜ(𝑠) > 1, as otherwise the RHS
would have a pole there, but Φ(𝑠) is holomorphic inℜ(𝑠) > 1 by a previous observation.

Note that

Res𝑠=1Φ(𝑠) = lim
𝜖→0

𝜖Φ(1 + 𝜖) = 1

That is, Φ(𝑠) has a simple pole of residue 1 at 𝑠 = 1, and by the analytic continuation of the
zeta function and (2), this is the only pole of Φ inℜ(𝑠) > 1

2
. Therefore, Φ(𝑠) − 1

𝑠 − 1 has a
holomorphic extension inℜ(𝑠) > 1

2
.

Now assume that 𝜁 has a zero of multiplicity 𝜇 at 𝑠 = 1 + 𝑖𝛼. Since 𝜁 is real on the real
line, the Schwarz reflection principle implies that 1 − 𝑖𝛼 is also a root of multiplicity 𝜇. Let
𝜈 be the multiplicity of the root at 1 ± 2𝑖𝛼.

Similarly, using (2), we see that

lim
𝜖→0

𝜖Φ(1 + 𝜖 ± 𝑖𝛼) = 𝜇

and that

lim
𝜖→0

𝜖Φ(1 + 𝜖 ± 2𝑖𝛼) = −𝜈

We can therefore compute,

2∑

𝑟=−2

( 4
2 + 𝑟

)
Φ(1 + 𝜖 + 𝑟𝑖𝛼) =

2∑

𝑟=−2

( 4
2 + 𝑟

)∑

𝑝

log 𝑝
𝑝1+𝜖+𝑟𝑖𝛼 =

∑

𝑝

log 𝑝
𝑝1+𝜖

(
𝑝𝑖𝛼∕2 + 𝑝−𝑖𝛼∕2

)4 ≥ 0
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On the other hand, expanding the following expression yields,

lim
𝜖→0

𝜖
2∑

𝑟=−2

( 4
2 + 𝑟

)
Φ(1 + 𝜖 + 𝑟𝑖𝛼)6 − 8𝜇 − 2𝜈

Combining the two results yields that 6 − 8𝜇 − 2𝜈 ≥ 0 and hence 4𝜇 + 𝜈 ≤ 3. Since, 𝜇, 𝜈
are non-negative integers (multiplicities of roots), we must have 𝜇 = 0, and so 𝜁(𝑠) has no
roots on the lineℜ(𝑠) = 1. 2

Theorem 4.17 (Analytic Theorem). Let 𝑓(𝑡) be a bounded, locally integrable function
over the non-negative reals. Suppose that the function

𝑔(𝑧) = ∫
∞

0
𝑒−𝑥𝑡𝑓(𝑡) 𝑑𝑡

defined onℜ(𝑧) > 0 extends holomorphically toℜ(𝑧) ≥ 0. Then ∫
∞

0
𝑓(𝑡) 𝑑𝑡 converges and

equals 𝑔(0).

Lemma 4.18. The integral ∫
∞

1

𝜃(𝑥) − 𝑥
𝑥2 𝑑𝑥 converges.

Proof. Note that 𝜃(𝑥) = ∑
𝑝 𝟙𝑥≥𝑝 log 𝑝, and so ifℜ(𝑠) > 1, then

𝑠 ∫
∞

1

𝜃(𝑥)
𝑥𝑠+1 𝑑𝑥 =

∑

𝑝
𝑠 ∫

∞

𝑝

𝑑𝑥
𝑥𝑠+1 log 𝑝 =

∑

𝑝

log 𝑝
𝑝𝑠 = Φ(𝑠)

Making a change of variable 𝑥 = 𝑒𝑡, we get that this is equal to

𝑠 ∫
∞

0
𝑒−𝑠𝑡𝜃(𝑒𝑡) 𝑑𝑡

Applying the analytic theorem to 𝑓(𝑡) = 𝜃(𝑒𝑡)𝑒−𝑡 − 1, which is clearly locally integrable
and is bounded by Lemma 4.15, we get that

𝑓(𝑧) = ∫
∞

0
𝑒−𝑧𝑡

(
𝜃(𝑒𝑡)𝑒−𝑡 − 1

)
𝑑𝑡 = 𝜙(𝑧 + 1)

𝑧 + 1 − 1
𝑧

This is holomorphic by Lemma 16, and the poles at zero cancel by comparing residues, so
the analytic theorem implies that

∫
∞

0

(
𝜃(𝑒𝑡)𝑒−𝑡 − 1

)
𝑑𝑡 < ∞

Making a change of variables once again, we get that

∫
∞

1

𝜃(𝑥) − 𝑥
𝑥2 𝑑𝑥

converges, as required. Hence proved. 2
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Lemma 4.19. The asymptotic equivalence 𝜃(𝑥) ∼ 𝑥 holds.

Proof. Assume, for the sake of contradiction, that there exists some 𝜆 > 1 such that
𝜃(𝑥) ≥ 𝜆𝑥 for infinitely many 𝑥. Then, by Lemma 4.18, we have

∫
𝜆𝑥

𝑥

𝜃(𝑡) − 𝑡
𝑡2 𝑑𝑡 ≥ ∫

𝜆𝑥

𝑥

𝜆(𝑡) − 𝑡
𝑡2 𝑑𝑡 = ∫

𝜆

1

𝜆 − 𝑡
𝑡2 𝑑𝑡 > 0

However, this contradicts the convergence of the integral from Lemma 4.18.
Similarly, we get a contradiction if we assume that there exists some 𝜆 < 1 such that

𝜃(𝑥) ≤ 𝜆𝑥 for infinitely many 𝑥. 2

Proof and Consequences of the Prime Number Theorem

Now, we have the required analytical and asymptotic background to prove the Prime
number Theorem (Theorem 4.9 and Theorem 4.11, which are two equivalent statements).

Theorem 4.20 (Prime Number Theorem Version 1). Let 𝜋(𝑥) be the prime counting
function. Then

𝜋(𝑥) ∼ 𝑥
log 𝑥

Proof. Note that

𝜃(𝑥) =
∑

𝑝≤𝑥
log 𝑝 ≤

∑

𝑝≤𝑥
log 𝑥 = 𝜋(𝑥) log 𝑥 (3)

However, we also have that for any 0 < 𝜖 < 1,

𝜃(𝑥) =
∑

𝑝≤𝑥
log 𝑝 ≥

∑

𝑥1−𝜖≤𝑝≤𝑥
log 𝑝 ≥ (1 − 𝜖) log 𝑥

(
𝜋(𝑥) − 𝜋(𝑥1−𝜖)

)
(4)

Combining (3) and (4), we get that for any 0 < 𝜖 < 1,

𝜃(𝑥)
log 𝑥 ≤ 𝜋(𝑥) ≤ 𝜃(𝑥)

(1 − 𝜖) log 𝑥
+ 𝑂(𝑥1−𝜖)

Now, since 𝜃(𝑥) ∼ 𝑥, we can conclude that 𝜋(𝑥) ∼ 𝑥
log 𝑥 . Hence proved. 2

Theorem 4.21 (Prime Number Theorem Version 2). Let 𝜋(𝑥) be the prime counting
function and Li(𝑥) be the logarithmic integral. Then

𝜋(𝑥) ∼ Li(𝑥)

Proof. It suffices to prove that Li(𝑥) ∼ 𝑥
log 𝑥 . Using integration by parts, we have

Li(𝑥) = ∫
𝑥

2

𝑑𝑡
log 𝑡 =

𝑥
log 𝑥 − 2

log 2 + ∫
𝑥

2

𝑑𝑡
(log 𝑡)2
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Note that to prove Li(𝑥) ∼ 𝑥
log 𝑥 , it suffices to show that

lim
𝑥→∞

log 𝑥
𝑥 ∫

𝑥

2

𝑑𝑡
(log 𝑡)2

= 0

Applying l’ Hôpital’s rule, this is equal to

lim
𝑥→∞

(1𝑥 ∫
𝑥

2

𝑑𝑡
(log 𝑡)2

+ 1
log 𝑥) = lim

𝑥→∞

∫ 𝑥
2

𝑑𝑡
(log 𝑡)2

𝑥

Once again, applying l’ Hôpital’s rule, we get that this is equal to

lim
𝑥→∞

1
(log 𝑥)2

= 0

which concludes the proof. 2

In fact, Li(𝑥) provides an even better approximation to 𝜋(𝑥) than 𝑥
log 𝑥 . It also turns out

that Li(𝑥) belongs to the class 𝑂( 𝑥
(log 𝑥)2

), although this was not required for our proof.
We will now discuss some consequences of the Prime number theorem,

Theorem 4.22. Let 𝑝𝑛 be the 𝑛th prime number. Then 𝑝𝑛 ∼ 𝑛 log 𝑛.

Proof. The primenumber theorem implies that𝜋(𝑥) log 𝑥 ∼ 𝑥, and hence, by properties of
asymptotic equivalence, we have that log 𝜋(𝑥)+log log 𝑥 ∼ log 𝑥. However, lim

𝑥→∞

log log 𝑥
log 𝑥 =

0, and so log 𝜋(𝑥) ∼ log 𝑥. By the prime number theorem, we have that 𝑛 ∼ 𝑝𝑛
log 𝑝𝑛

, and so

𝑝𝑛 ∼ 𝑛 log 𝑝𝑛 ∼ 𝑛 log 𝑛. Hence proved. 2

A longer proof that contains a recurring idea in analytic number theory is also presented.

Proof. Fix 𝜖 > 0. By the prime number theorem, we have that 𝑛 ∼ 𝑝𝑛
log 𝑝𝑛

. In particular,

for large enough 𝑛, we have that 𝑝𝜖𝑛 ≥ log 𝑝𝑛 and hence 𝑝1−𝜖𝑛 ≤ 𝑛 ≤ 𝑝𝑛. Taking logarithms,
we see that

(1 − 𝜖) log 𝑝𝑛 ≤ log 𝑛 ≤ log 𝑝𝑛
and so log 𝑝𝑛 ∼ log 𝑛. Therefore, we get that 𝑝𝑛 ∼ 𝑛 log 𝑛, as required. 2

Theorem 4.23. For all 𝜖 > 0, there exist𝑁 such that for all 𝑛 ≥ 𝑁, the interval [𝑛, (1 + 𝜖)𝑛]
contains a prime number.

Proof. The prime number theorem, and elementary properties of asymptotic equivalence,
imply that

𝜋
(
(1 + 𝜖)𝑥

)

𝜋(𝑥)
∼

(1+𝜖)𝑥

log
(
(1+𝜖)𝑥

)

𝑥
log 𝑥

=
(1 + 𝜖) log 𝑥
log

(
(1 + 𝜖)𝑥

)
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which by l’Hôpital’s rule, tends to 1 + 𝜖. Hence, we have that lim
𝑥→∞

𝜋
(
(1 + 𝜖)𝑥

)

𝜋(𝑥)
= 1+ 𝜖, and

so there exists 𝑁 such that 𝜋
(
(1 + 𝜖)𝑥

)
> 𝜋(𝑥), for all 𝑥 ≥ 𝑁. This directly implies the

result. 2

Corollary 4.24. Given any string of decimal digits 𝑎1⋯𝑎𝑘, there exists infinitely many
primes whose decimal representation begins with 𝑎1⋯𝑎𝑘.

Proof. Let𝑀 = 𝑎1⋯𝑎𝑘. The decimal representation of an integer 𝑛 begins with 𝑎1⋯𝑎𝑘
if and only if 10𝑘𝑀 ≤ 𝑛 < 10𝑘(𝑀 + 1) for some 𝑘 ∈ ℕ. Applying the previous theorem, we
see that the interval [10𝑘𝑀, 10𝑘(𝑀 + 1)] contains a prime for all large enough 𝑘. 2

5 Sieve of Eratosthenes
Eratosthenes sieved out numbers divisible by small primes. We can this by considering the
function (an intermediate step of the sieve)

𝜙(𝑥, 𝑧) = #{𝑛 ≤ 𝑥 ∶ 𝑝 ∤ 𝑛,where 𝑝 < 𝑧}

where 𝑥, 𝑧 ∈ ℝ+.

Theorem 5.1. 𝜙(𝑥, 𝑧) = 𝑥
∏

𝑝<𝑧
(1 − 1

𝑝) + 𝑂(2𝑧)

Example 5.2. Suppose 𝑧 = log log 𝑥. We have, 𝑂(2log log 𝑥) = 𝑂(log 𝑥).

Question 5.3. How does 𝑥
∏

𝑝<log log 𝑥
(1 − 1

𝑝) grow?

We can observe that
∏

𝑝<𝑧
(1 − 1

𝑝) ≤ 1 as 𝑧 → ∞, and prod→ 0. Also, 𝑂(2𝑧) grows very fast

in 𝑧 if 𝑧 is too big, 𝑂(2𝑧) ≥ 𝑥
∏

𝑝<𝑧
(1 − 1

𝑝), i.e., bigger than the main term.

Proof. We will prove 𝜙(𝑥, 𝑧) = 𝑥
∏

𝑝<𝑧
(1 − 1

𝑝) + 𝑂(2𝑧). Let 𝑃(𝑧) =
∏

𝑝<𝑧
𝑝 and (𝑎, 𝑏) =

gcd(𝑎, 𝑏). We also observe that,

∑

𝑑∣(𝑛,𝑃(𝑧))
𝜇(𝑑) = {1 if (𝑛, 𝑃(𝑧)) = 1

0 if (𝑛, 𝑃(𝑧)) ≠ 1
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Also, if 𝑑 ∣ 𝑛 ⇐⇒ 𝑛 = 𝑚𝑑 for some𝑚 ∈ ℤ, implying 𝑛 ≤ 𝑥 ⇐⇒ 𝑚 ≤ 𝑥
𝑑 . Therefore, We

have

𝜙(𝑥, 𝑧) =
∑

𝑛≤𝑥
(𝑛,𝑃(𝑧))=1

1

=
∑

𝑛≤𝑥

⎛
⎜
⎝

∑

𝑑∣(𝑛,𝑃(𝑧))
𝜇(𝑑)

⎞
⎟
⎠

=
∑

𝑛≤𝑥

∑

𝑑∣𝑛
𝑑∣𝑃(𝑧)

𝜇(𝑑)

=
∑

𝑑∣𝑃(𝑧)
𝜇(𝑑)

⎛
⎜
⎜
⎝

∑

𝑛≤𝑥
𝑑∣𝑛

1
⎞
⎟
⎟
⎠

=
∑

𝑚≤ 𝑥
𝑑

1 =
⌊𝑥
𝑑

⌋
≠ 0, when 𝑑 ≤ 𝑥

Since, if 𝑑 ∣ 𝑛 ⇐⇒ 𝑛 = 𝑚𝑑, for some 𝑛 ∈ ℤ, then we observe that 𝑛 ≤ 𝑥 ⇐⇒ 𝑚 ≤ 𝑥
𝑑
.

𝜙(𝑥, 𝑧) =
∑

𝑑∣𝑃(𝑧)
𝜇(𝑑)

⌊𝑥
𝑑

⌋

=
∑

𝑑∣𝑃(𝑧)
(𝑥𝑑 + 𝑂(1))

= 𝑥
∑

𝑑∣𝑃(𝑧)
𝑑≤𝑥

𝜇(𝑑)
𝑑 + 𝑂

⎛
⎜
⎜
⎝

∑

𝑑∣𝑃(𝑧)
𝑑≤𝑥

1
⎞
⎟
⎟
⎠

= 𝑥
⎛
⎜
⎝
1 −

∑

𝑝∣𝑃(𝑧)

1
𝑝 +

∑

𝑝1𝑝2∣𝑃(𝑧)

1
𝑝1𝑝2

−⋯
⎞
⎟
⎠

= 𝑥 (1 − 1
𝑝1
) (1 − 1

𝑝2
) (1 − 1

𝑝3
)⋯

We know that 𝑃(𝑧) =
∏

𝑝<𝑧
𝑝, so we observe that 𝑑 ∣ 𝑃(𝑧) implies 𝑑 = ∏

𝑝∈𝑆 𝑝, where 𝑆 is

the subset of primes, 𝑝 < 𝑧. So, the number of subsets of set of size 𝑧 is 2𝑧, so we get the
error as 𝑂(2𝑧). Hence,

𝑥
∏

𝑝<𝑧
(1 − 1

𝑝) + 𝑂(2𝑧)

Hence proved. 2

To improve on the error 𝑂(2𝑧), consider the function

Ψ(𝑥, 𝑧) = #{𝑛 ≤ 𝑥 ∶ 𝑝 ∣ 𝑛 ⇐⇒ 𝑝 < 𝑧}
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where 𝑛 is a 𝑧-smooth number. So, this tells us that

𝜙(𝑥, 𝑧) =
∑

𝑑∣𝑃(𝑧)
𝜇(𝑑)⌊𝑥𝑑⌋

=
∑

𝑑≤𝑥
𝑑∣𝑃(𝑧)

𝜇(𝑑) (𝑥𝑑 + 𝑂(1))

= 𝑥
∑

𝑑≤𝑥
𝑑∣𝑃(𝑧)

𝜇(𝑑) + 𝑂(Ψ(𝑥, 𝑧))

We have the following two goals to make sure to improve the bound we had in Theorem
5.1:
(a) We want to bound 𝑂(Ψ(𝑥, 𝑧)).
(b) To make sure 𝑑 ≤ 𝑥, doesn’t break anything.

Theorem 5.4. Ψ(𝑥, 𝑧) ≪ 𝑥(log 𝑧) exp (− log 𝑥
log 𝑧

) compare to 2𝑧

We observe that Ψ(𝑥, 𝑧) ≤ #(𝑛 ≤ 𝑥) = 𝑂(𝑥). We will use the Rantkin’s trick.

Proof. We have

Ψ(𝑥, 𝑧) =
∑

𝑛≤𝑥
𝑝∣𝑛 ⇐⇒ 𝑝<𝑧1

≤
∑

𝑛≤𝑥
𝑝∣𝑛 ⇐⇒ 𝑝<𝑧

(𝑥
𝑛
)𝛿

for some 𝛿 > 0

≤ 𝑥𝛿
∑
𝑛

𝑝∣𝑛 ⇐⇒ 𝑝<𝑧

1
𝑛𝛿

= 𝑥𝛿
∏

𝑝<𝑧
(1 + 1

𝑝𝛿 +
1
𝑝2𝛿 +

1
𝑝3𝛿 + …)

= 𝑥𝛿
∏

𝑝<𝑧
(1 − 1

𝑝𝛿 )
−1

≤ 𝑥𝛿
∏

𝑝<𝑧
(1 − 1

𝑝𝛿 )
−1

= 𝑥𝛿
∏

𝑝<𝑧
(1 + 1

𝑝𝛿 )
∏

𝑝<𝑧
(1 − 1

𝑝2𝛿 )
−1
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converges as 𝑧 → ∞, if 𝛿 > 1
2
and using 1 + 𝑥 ≤ 𝑒𝑥, so

Ψ(𝑥, 𝑧) ≪ 𝑥𝛿
∏

𝑝<𝑧
(1 + 1

𝑝𝛿 )

≪ 𝑥𝛿
∏

𝑝<𝑧
exp ( 1𝑝𝛿 )

= 𝑥𝛿 exp
⎛
⎜
⎝

∑

𝑝<𝑧

1
𝑝𝛿
⎞
⎟
⎠

Set 𝛿 = 1 − 𝜂, for 𝜂 small. So,

𝑝−𝛿 = 𝑝−1𝑒𝜂 log 𝑝

using the fact that 𝑒𝑥 ≤ 1 + 𝑥𝑒𝑥, we have

Ψ(𝑥, 𝑧) ≪ 𝑥1−𝜂 exp
⎛
⎜
⎝

∑

𝑝<𝑧
𝑝−1

(
1 + 𝜂 log 𝑝𝑒𝜂 log 𝑝

)⎞
⎟
⎠

Taking 𝜂 = 1
log 𝑧 , we know that

𝑒𝜂 log 𝑝 = 𝑒
log 𝑝
log 𝑧

≤ 𝑝
1

log 𝑧

≤ 𝑧
1

log 𝑧

= 𝑒

So, we have

Ψ(𝑥, 𝑧) ≪ 𝑥1−
1

log 𝑧 exp
⎛
⎜
⎝

∑

𝑝<𝑧

1
𝑝 (1 +

log 𝑝
log 𝑧 ⋅ 𝑒)

⎞
⎟
⎠

≪ 𝑥1 exp (−
log 𝑥
log 𝑧 ) exp

⎛
⎜
⎝

∑

𝑝<𝑧

1
𝑝 + 𝑒

log 𝑧
∑

𝑝<𝑧

log 𝑝
𝑝

⎞
⎟
⎠
; (log log 𝑧 + 𝑂(1)) + 𝑒

log 𝑧(log 𝑧
⏟⎴⎴⏟⎴⎴⏟

𝑂(1)

+𝑂(1))

≪ 𝑥1 exp (−
log 𝑥
log 𝑧 )

⏟⎴⎴⎴⎴⏟⎴⎴⎴⎴⏟
≪𝑥1

exp(log log 𝑧)
⏟⎴⎴⎴⏟⎴⎴⎴⏟

log 𝑧

Hence proved! 2

Theorem 5.5. 𝜙(𝑥, 𝑧) = 𝑥
∏

𝑝<𝑧
(1 − 1

𝑝) + 𝑂 (𝑥(log 𝑧)2 exp (−
log 𝑥
log 𝑧 ))
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Proof.

𝜙(𝑥, 𝑧) = 𝑥
∑

𝑑≤𝑥
𝑑∣𝑃(𝑧)

𝜇(𝑑)
𝑑 + 𝑂(Ψ(𝑥, 𝑧))

⏟⎴⎴⏟⎴⎴⏟
≪𝑥 log 𝑧 exp(− log 𝑥

log 𝑧
)

∑

𝑑≤𝑥
𝑑∣𝑃(𝑧)

𝜇(𝑑)
𝑑 =

∑

𝑑∣𝑃(𝑧)

𝜇(𝑑)
𝑑

⏟⎴⏟⎴⏟
=∏𝑝<𝑧(1−

1
𝑝
)

−
∑

𝑑>𝑥
𝑑∣𝑃(𝑧)

𝜇(𝑑)
𝑑

We have that

𝑎𝑑 = {1 𝑑 ∣ 𝑃(𝑧)
0 otherwise

𝐴(𝑡) =
∑

𝑑∣𝑃(𝑧)∕∕𝑑≤𝑧
1 ≪ Ψ(𝑡, 𝑧)

𝑓(𝑡) = 1
𝑡 ⇐⇒ 𝑓′(𝑡) = − 1

𝑡2

Hence, we get

||||||||||||||

∑

𝑑>𝑥
𝑑∣𝑃(𝑧)

𝜇(𝑑)
𝑑

||||||||||||||

≤
∑

𝑑>𝑥
𝑑∣𝑃(𝑧)

1
𝑑 = Ψ(𝑡, 𝑧)

𝑡

|||||||||

∞

𝑥

+ ∫
∞

𝑥

Ψ(𝑡, 𝑥)
𝑡2 𝑑𝑡

Hence proved! 2

Theorem 5.6 (Merten’s Theorem). Let 𝛾 be the the Euler-Mascheroni constant, where

𝛾 = lim
𝑛→∞

(− ln 𝑛 +
𝑛∑

𝑘=1

1
𝑘) = ∫

∞

1
( 1
⌊𝑥⌋ −

1
𝑥) 𝑑𝑥 ≈ 0.577216.

Then,

∏

𝑝<𝑧
(1 − 1

𝑝) ∼
𝑒−𝛾
log 𝑧

Proof. Using the fact that 1 + 𝑥 ≤ 𝑒𝑥, we expand

∏

𝑝<𝑧
(1 − 1

𝑝) ≤
∏

𝑝<𝑧
exp (−1𝑝) = exp

⎛
⎜
⎝
−
∑

𝑝<𝑧

1
𝑝
⎞
⎟
⎠

= exp(− log log 𝑧 + 𝑂(1))

= 𝑂 ( 1
log 𝑧)
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Taking log 𝑧 = log 𝑥
𝐴 log log 𝑥

, where 𝐴 is a arbitrary large-enough constant. So, we have

𝑥
∏

𝑝<𝑧
(1 − 1

𝑝) ≪
𝐴𝑥 log log 𝑥

log 𝑥

Therefore, we get

𝑂(𝑥(log 𝑧)2 exp (−
log 𝑥
log 𝑧 )) ≪ 𝑥 (

log 𝑥
𝐴 log log 𝑥)

2

exp
⎛
⎜
⎜
⎝

−𝐴 log log 𝑥
⏟⎴⎴⏟⎴⎴⏟
log((log 𝑥)−𝐴)

⎞
⎟
⎟
⎠

≪ 𝑥
𝐴(log 𝑥)𝐴−2(log log 𝑥)2

So done! 2

Let 𝒜 be a set of integers ≤ 𝑥, 𝒫 a set of primes, and 𝑃(𝑧) =
∏

𝑝∈𝒫
𝑝<𝑧

𝑝. For each prime

𝑝 ∈ 𝒫, let 𝐴𝑝 ⊂ 𝒜 be a subset of integers belonging to 𝜔(𝑝) distinct residue classes

modulo 𝑝. Define 𝑆(𝒜,𝒫, 𝑧) = #
⎛
⎜
⎝
𝐴 ⧵

⋃

𝑝∣𝑃(𝑧)
𝒜𝑝

⎞
⎟
⎠
. For example, suppose𝒜 = {𝑛 ≤ 𝑥}, then

𝒜𝑝 = {𝑛 ≤ 𝑥 ∶ 𝑝 ∣ 𝑛}. Now, suppose 𝑑 is a squarefree number divisible by primes of 𝒫,
define 𝜔(𝑑) =

∏

𝑝∣𝑑
𝜔(𝑝) and 𝒜𝑑 =

⋂

𝑝∣𝑑
𝒜𝑝.

Here is an example (idea): Suppose, we have

𝑆(𝒜,𝒫, 𝑧) =
∑

𝑎∈𝒜

⎛
⎜
⎝

∑

𝑑∣(𝑛,𝑃(𝑧))
𝜇(𝑑)

⎞
⎟
⎠

=
∑

𝑑≤𝑥
𝑑∣𝑃(𝑧)

𝜇(𝑑)
⎛
⎜
⎜
⎝

∑

𝑎∈𝒜
𝑑∣𝑛

1
⎞
⎟
⎟
⎠⏟ ⏟ ⏟

#𝒜𝑑

In general,

𝑆(𝒫,𝒜, 𝑧) =
∑

𝑑≤𝑥
𝑑∣𝑃(𝑧)

𝜇(𝑑)#𝒜𝑑 ; like 𝜙(𝑥, 𝑧) =
∑

𝑑≤𝑥
𝑑∣𝑃(𝑧)

𝜇(𝑑)
⌊𝑥
𝑑

⌋

Theorem 5.7 (The sieve of Eratosthenes). Suppose the following conditions hold:

(a) There exists an 𝑋 such that #𝒜𝑑 =
𝜔(𝑑)
𝑑 𝑋 + 𝑂(𝜔(𝑑)); like

⌊𝑥
𝑑

⌋
= 𝑥
𝑑 + 𝑂(1).

(b) For some 𝜅 ≥ 0,
∑

𝑝∣𝑃(𝑧)

𝜔(𝑝) log 𝑝
𝑝 ≤ 𝜅 log 𝑧 + 𝑂(1).
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(c) For some 𝑦 > 0, #𝒜𝑑 = 0 for every 𝑑 > 𝑦.
Then,

𝑆(𝒜,𝒫, 𝑧) = 𝑋𝑊(𝑧) + 𝑂 ((𝑋 + 𝑦
log 𝑧) (log 𝑧)

𝜅+1 exp (−
log 𝑦
log 𝑧))

where𝑊(𝑧) =
∏

𝑝∈𝒫
𝑝<𝑧

(1 −
𝜔(𝑝)
𝑝 ).

Instead of
∑

𝑑≤𝑥
𝑑∣𝑃(𝑧)

1 ≪ Ψ(𝑥, 𝑧), use
∑

𝑑≤𝑥
𝑑∣𝑃(𝑧)

𝜔(𝑑) ∶= 𝐹𝜔(𝑥, 𝑧).

6 Brun’s Sieves
Brun’s sieve is set up in essentially the same way as Eratosthenes. Given some set 𝒜 of
integers ≤ 𝑥, we have some collection of 𝒜𝑝 of elements we want to remove, and measure
the size of

𝑆(𝒜,𝒫, 𝑧) = #
⎛
⎜
⎝
𝒜 ⧵

⋃

𝑝∣𝑃(𝑧)
𝒜𝑝

⎞
⎟
⎠

The idea/punchline behind Brun’s results is that under similar, but slightly relaxed, hy-
potheses to the sieve of Eratosthenes, Burn proves that

𝑆(𝒜,𝒫, 𝑧) = 𝑋𝑊(𝑧) + 𝑂(better error)

where 𝑋 = #𝒜 and𝑊(𝑧) =
∏

𝑝∣𝑃(𝑧)
(1 −

𝜔(𝑝)
𝑝 ).

Theorem 6.1. Suppose the following conditions hold:

(a) There exists an 𝑋 such that #𝒜𝑑 =
𝜔(𝑑)
𝑑 𝑋 + 𝑂(𝜔(𝑑)); like

⌊𝑥
𝑑

⌋
= 𝑥
𝑑 + 𝑂(1).

(b) There exists a constant 𝐶 such that 𝜔(𝑝) < 𝐶.

(c) There exist constants 𝐶1 and 𝐶2 such that
∑

𝑝∣𝑃(𝑧)

𝜔(𝑝)
𝑝 ≤ 𝐶1 log log 𝑧 + 𝐶2.

Then,

𝑆(𝒜,𝒫, 𝑧) = 𝑋𝑊(𝑧)
⏟ ⏟ ⏟
main term

+𝑋𝑊(𝑧)𝑂((log 𝑧)−𝜂 log 𝜂) + 𝑂(𝑧𝜂 log log 𝑧)
⏟ ⎴⎴⎴⎴⎴⎴⎴⎴⎴⎴⎴⏟ ⎴⎴⎴⎴⎴⎴⎴⎴⎴⎴⎴⏟

error terms

where 𝜂 is any positive number (possibly depending on 𝑥 and 𝑧).



6 BRUN’S SIEVES 23

Previously, we saw that log 𝑧 =
log 𝑥

𝐴 log log 𝑥 . So, we have

𝑧𝜂 log log 𝑧 = exp(𝜂 log 𝑧 log log 𝑧)

= exp (
𝜂 log 𝑥

𝐴 log log 𝑥(log log 𝑥 − log𝐴 − log log log 𝑥))

= 𝑋
𝜂
𝐴
− 𝜂 log𝐴
𝐴 log log 𝑥

− 𝜂 log log log 𝑥
𝐴 log log 𝑥 ≪ 𝑋

𝜂
𝐴

small if, 𝐴 is large.

Theorem 6.2. #{𝑝 ≤ 𝑥 ∶ 𝑝 and 𝑝 + 2 are prime} ≪ 𝑥(log log 𝑥)2

(log 𝑥)2

We can observe that the above bound on the twin-primes is comparitively between than
the bound on the number of primes, i.e., compared with 𝜋(𝑥) ∼ 𝑥

log 𝑥

Proof. Let 𝒜𝑝 = {𝑛 ≤ 𝑥 ∶ 𝑛 ≡ 0 (mod 𝑝)
⏟⎴⎴⎴⏟⎴⎴⎴⏟

𝑝∣𝑛

or𝑛 ≡ −2 (mod 𝑝)
⏟⎴⎴⎴⎴⏟⎴⎴⎴⎴⏟

𝑝∣𝑛+2

}. Using, our extimation

for log 𝑧, i.e.,
log 𝑥

𝐴 log log 𝑥 , implying 𝑧 = exp (
log 𝑥

𝐴 log log 𝑥) and using the fact that 1+𝑥 ≤ 𝑒𝑥,
we get

𝑆(𝒜,𝒫, 𝑧) ≪ 𝑥
∏

𝑝<𝑧
(1 − 2

𝑝)

≪ 𝑥 exp
⎛
⎜
⎝
−2

∑

𝑝<𝑧

1
𝑝
⎞
⎟
⎠

≪ 𝑥
(log 𝑧)2

=
𝑥𝐴2(log log 𝑥)2

(log 𝑥)2

#{𝑝 ≤ 𝑥 ∶ 𝑝, 𝑝 + 2 prime} ≤ 𝑆(𝒜, 𝒫, 𝑧) + 𝜋(𝑧) ≪
𝑥(log log 𝑥)2

(log 𝑥)2
⏟⎴⎴⏟⎴⎴⏟

main term

+𝑥
1

𝐴 log log 𝑥 ≪ 𝑥
1
2

⏟⎴⎴⎴⏟⎴⎴⎴⏟
error term

2

Corollary 6.3.
∑
𝑝

𝑝+2prime

1
𝑝 < ∞

Proof. We know that
∑

𝑝

1
𝑝 diverges. By Abel summation, we have

𝑎𝑛 = {1 𝑛, 𝑛 + 2 prime
0 else

𝐴(𝑡) = #{𝑝 ≤ 𝑥 ∶ 𝑝, 𝑝 + 2 prime}

𝑓(𝑡) = 1
𝑡 ⇐⇒ 𝑓′(𝑡) = − 1

𝑡2
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Hence, we get

∑

𝑝>1.5
𝑝+2prime

1
𝑝 = 𝐴(𝑡)

𝑡
|||||
∞

1.5
+ ∫

∞

1.5

𝐴(𝑡)
𝑡2 𝑑𝑡

≪ lim
𝑏→∞

(log log 𝑏)2

(log 𝑏)2
+ 𝑂(1) + ∫

∞

1.5

(log log 𝑡)2

𝑡(log 𝑡)2
𝑑𝑡

≪ 0 + 𝑂(1) + ∫
∞

log 1.5

(log 𝑢)2
𝑢2 𝑑𝑢

so by taking 𝑢 = log 𝑡 and 𝑑𝑢 = 𝑑𝑡
𝑡 , we can observe that it converges by comparison with

∫ 1

𝑢
3
2

𝑑𝑢. 2

We will now discuss about some ideas behind Brun’s sieves. We are not going to prove the
entire thing, but we will discuss why these techniques give a better bound.

The big idea being discussed now is the truncated Möbius Inversion.

Lemma 6.4. Let 𝑛, 𝑟 ∈ ℤ+ with 𝑟 ≤ 𝜈(𝑛) = #{distinct prime divisors of 𝑛}. There exists
|𝜃| ≤ 1 such that,

∑

𝑑∣𝑛
𝜇(𝑛) =

∑

𝑑∣𝑛
𝜈(𝑑)≤𝑟

𝜇(𝑑) + 𝜃
⎛
⎜
⎜
⎝

∑

𝑑∣𝑛
𝜈(𝑛)=𝑟+1

𝜇(𝑑)
⎞
⎟
⎟
⎠

before proving the above claim, we will discuss our observations,
⋄

∑

𝑑∣𝑃(𝑧)
has 2𝑧 terms.

⋄
∑

𝑑≤𝑥
𝑑∣𝑃(𝑧)

has≪ 𝑥 log 𝑧 exp (− log 𝑥
log 𝑧

) terms.

⋄
∑

𝑑∣𝑃(𝑧)
𝜈(𝑑)≤𝑟

has≪ 2𝑟 terms.
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Proof. Let 𝑛, 𝑟 ∈ ℤ+ with 𝑟 ≤ 𝜈(𝑛) = #{distinct prime divisors of 𝑛}.
∑

𝑑∣𝑛
𝜈(𝑑)≤𝑟

𝜇(𝑑) = 1 +
∑

𝑝∣𝑛
(−1) +

∑

𝑝1𝑝2∣𝑛
(−1)2 +⋯+

∑

𝑝1⋯𝑝𝑟∣𝑛
(−1)𝑟

= 1 +
(𝜈(𝑛)
1
)
(−1) +

(𝜈(𝑛)
2
)
(−1)2 +⋯+

(𝜈(𝑛)
𝑟
)
(−1)𝑟

=
𝑟∑

𝑘=0

(𝜈(𝑛)
𝑘
)
(−1)𝑘

=
(𝜈(𝑛) − 1

𝑟
)
(−1)𝑟

∑

𝑑∣𝑛
𝜈(𝑑)≤2𝑟+1

𝜇(𝑑) ≤
∑

𝑑∣𝑛
𝜇(𝑑) ≤

∑

𝑑∣𝑛
𝜈(𝑑)≤2𝑟

𝜇(𝑑)

∑

𝑑∣𝑛
𝜈(𝑑)=2𝑟+1

𝜇(𝑑) ≤
∑

𝑑∣𝑛
𝜇(𝑑) −

∑

𝑑∣𝑛
𝜈(𝑑)≤2𝑟

𝜇(𝑑) ≤ 0

Choosing 𝑟 = ⌊𝜂 log log 𝑥⌋, we get

𝑆(𝒜,𝒫, 𝑧) =
∑

𝑎∈𝒜

⎛
⎜
⎝

∑

𝑑∣(𝑎,𝑃(𝑧))
𝜇(𝑑)

⎞
⎟
⎠

=
∑

𝑎∈𝒜

⎛
⎜
⎜
⎝

∑

𝑑∣(𝑎,𝑃(𝑧))
𝜈(𝑑)≤𝑟

𝜇(𝑑) + 𝜃
∑

𝑑∣(𝑎,𝑃(𝑧))
𝜈(𝑑)=𝑟+1

𝜇(𝑑)
⎞
⎟
⎟
⎠

=
∑

𝑑∣𝑃(𝑧)
𝜈(𝑑)≤𝑟

𝜇(𝑑)#𝒜𝑑 + 𝑂(𝑋𝜋(𝑧)
𝑟+1

(𝑟 + 1)!)

where 𝑋 = #𝐴 and we chose #𝑑 ∣ 𝑃(𝑧) and 𝜈(𝑑) = 𝑟 + 1, i.e., choosing 𝑟 + 1 primes from
𝜋(𝑧) primes. Now, we have

𝑆(𝒜,𝒫, 𝑧) = 𝑋
∑

𝑑∣𝑃(𝑧)
𝜈(𝑑)≤𝑟

𝜇(𝑑)𝜔(𝑑)𝑑 + 𝑂
⎛
⎜
⎜
⎝

∑

𝑑∣𝑃(𝑧)
𝜈(𝑑)≤𝑟

𝜔(𝑑)
⎞
⎟
⎟
⎠

+ 𝑂 (𝑋 𝑧𝑟+1
(𝑟 + 1)!

) 2

The next big idea we are discuss in order to improve our bound is replacing Möbius
sums with an approximation.

∑

𝑑∣𝑛
𝜇(𝑑) ←→

∑

𝑑∣𝑛
𝜇(𝑑)𝑔(𝑑)

Strategic choices of “lower” and “upper” weight functions give bounds
∑

𝑑∣𝑃(𝑧)
𝜇(𝑑)𝑔𝐿(𝑑)#𝒜𝑑 ≤ 𝑆(𝒜,𝒫, 𝑧) ≤

∑

𝑑∣𝑃(𝑧)
𝜇(𝑑)𝑔𝑈(𝑑)#𝒜𝑑

which are easier to count. So, we get the following theorem, based on this big idea.
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Theorem 6.5 (Brun’s Main Theorem). There exist constants 𝑐1 and 𝑐2 such that

𝑆(𝒜,𝒫, 𝑧) ≤ 𝑐1𝑋𝑊(𝑧) + 𝑂(𝑧𝜃)

and

𝑆(𝒜,𝒫, 𝑧) ≥ 𝑐2𝑋𝑊(𝑧) + 𝑂(𝑧𝜃−1)

where 𝜃 is given explicitely.

We can can choose 𝑧 = 𝑥
1
𝜃
−𝜖. Earlier, we saw that log 𝑧 =

log 𝑥
𝐴 log log 𝑥 , implies 𝑧 =

𝑥
1

𝐴 log 𝑙𝑜𝑔𝑥
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