
Algebraic Elliptic Curve and Analytic Theory of
Elliptic Functions

Sachin Kumar
Faculty of Mathematics, Univeristy of Waterloo

April 2024

Abstract

The theory of elliptic curve’s has been a integral part in pushing modern math-
ematics, particularly in the field of arithmetic geometry (using algebraic geometry
techniques to solve problems in algebraic number theory) and cryptography (mainly
elliptic curve and isogeny-based cryptography). There are many important conjec-
tures based on elliptic curves (such as the Birch-Swinnerton Dyer Conjecture), and
has helped to solve important problems (such as The Fermat’s Last Theorem), whose
implication led to the modern statement of the BSD conjecture. In this essay, I will
give an overview on the important topics relating to the theory of elliptic curves and
elliptic functions.
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1 Algebraic curves
Let 𝐾 denote a perfect field, i.e., every algebraic extension of 𝐾 is separable, 𝐾 denotes a
fixed algebraic closure of K, 𝐺𝐾∕𝐾 denote the Galois group of 𝐾∕𝐾, 𝑃𝜎 denotes the action of
𝜎 ∈ 𝐺𝐾∕𝐾 on the point 𝑃, 𝐶∕𝐾 denotes a curve 𝐶 defined over 𝐾, 𝐾(𝐶) denotes the function
field of 𝐶 over 𝐾, 𝐾(𝐶) denotes the function field of 𝐶 over 𝐾. 𝐾[𝐶]𝑃 denotes the local ring
of 𝐶 at 𝑃 (DVR when 𝑃 smooth), and𝑀𝑃 denotes the maximal ideal of 𝐾[𝐶]𝑃.

Projective 𝑛-space. A projective 𝑛-space over 𝐾, denoted as ℙ𝑛 or ℙ𝑛(𝐾), is the set
of all (𝑛 + 1)-tuples, (𝑥0,… , 𝑥𝑛) ∈ 𝔸𝑛+1 = {(𝑦1,… , 𝑦𝑛+1) ∶ 𝑦𝑖 ∈ 𝐾} such that at least one
𝑥𝑖 is nonzero, modulo the equivalence relation (𝑥0,… , 𝑥𝑛) ∼ (𝑦0,… , 𝑦𝑛) if there exists a
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1 ALGEBRAIC CURVES 2

𝜆 ∈ 𝐾 such that 𝑥𝑖 = 𝜆𝑦𝑖 for all 𝑖. An equivalence class, {(𝜆𝑥0,… , 𝜆𝑥𝑛) ∶ 𝜆 ∈ 𝐾
∗
} is denoted

by [𝑥0,… , 𝑥𝑛] , and the individuals 𝑥0,… , 𝑥𝑛 are called homogeneous coordinates for the
corresponding point in ℙ𝑛.

Ideal 𝐼 ⊂ 𝐾[𝑋] is homogeneous if it is generated by homogeneous polynomials. A (projec-
tive) algebraic set : 𝑉𝐼 = {𝑃 ∈ ℙ𝑛 ∶ 𝑓(𝑃) = 0 for all homogeneous 𝑓 ∈ 𝐼}. (Homogeneous)
ideal of 𝑉: 𝐼(𝑉) is the ideal of 𝐾[𝑋] generated by {𝑓 ∈ 𝐾[𝑋] is homogeneous and 𝑓(𝑃) =
0 for all 𝑃 ∈ 𝑉}.

Projective algebraic set. A projective algebraic set is called a (projective) variety if
its homogeneous ideal 𝐼(𝑉) is a prime ideal in 𝐾[𝑋].

Dimension. Let 𝑉 be a projective variety. The dimension of 𝑉, denoted as dim(𝑉), is the
transcendence degree of 𝐾(𝑉 ∩𝔸𝑛) over 𝐾, where 𝑉 ∩𝔸𝑛 ≠ ∅ is affine.

Nonsingular. Let 𝑉 be a projective variety, let 𝑃 ∈ 𝑉, and choose 𝔸𝑛 ⊂ ℙ𝑛 with 𝑃 ∈ 𝔸𝑛.
Then, 𝑉 is nonsingular (or smooth) at 𝑃 if 𝑉 ∩𝔸𝑛 is nonsingular at 𝑃. The local ring 𝑉 at
𝑃, denoted by 𝐾[𝑉]𝑃, is the local ring of 𝑉 ∩𝔸𝑛 at 𝑃.

𝐾[𝑉]𝑃 = {𝐹 ∈ 𝐾[𝑉] ∣ 𝐹 = 𝑓∕𝑔, 𝑓, 𝑔 ∈ 𝐾[𝑉] = 𝐾[𝑋]
𝐼(𝑉)

, 𝑔(𝑃) ≠ 0}

A function 𝐹 ∈ 𝐾[𝑉] is regular (or defined) at 𝑃 if it is in 𝐾[𝑉]𝑃 , in which case it makes
sense to evaluate 𝐹 at 𝑃. Curve means a projective variety of dimension one.

a. Valuation
Uniformizer. Let 𝐶 be a curve and 𝑃 ∈ 𝐶 be a smooth point. The normalized valuation
on 𝐾[𝐶]𝑃 is given by,

ord𝑃 ∶ 𝐾[𝐶]𝑃 → {0, 1, 2,… } ∪ {∞}
ord𝑃(𝑓) ∶ sup{𝑑 ∈ ℤ ∶ 𝑓 ∈ 𝑀𝑑

𝑃}

Using ord𝑃(𝑓∕𝑔) = ord𝑃(𝑓) − ord𝑃(𝑔), we extend ord𝑃 to 𝐾(𝐶),

ord𝑃 ∶ 𝐾(𝐶)→ ℤ ∪∞

A uniformizer for 𝐶 at 𝑃 is any function 𝑡 ∈ 𝐾(𝐶) with ord𝑃(𝑡) = 1, ie., a generator for the
ideal𝑀𝑃.

Let 𝐶 and 𝑃 be as above, and let 𝑡 ∈ 𝐾(𝐶). The order of 𝑓 at 𝑃 is ord𝑃(𝑓).
⋄ if ord𝑃(𝑓) > 0, then 𝑓 has a zero at 𝑃.
⋄ if ord𝑃(𝑓) < 0, then 𝑓 has a pole at 𝑃.
⋄ if ord𝑃(𝑓) ≥ 0, then 𝑓 is regular (or defined) at 𝑃 andwe can evaluate 𝑓(𝑃). Otherwise

𝑓 has a pole at 𝑃 and we write 𝑓(𝑃) = ∞.
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Let’s take an example. Consider the curve 𝐶 ∶ 𝑌2 = 𝑋3 + 𝑋 = 𝑋(𝑋2 + 1). Let 𝑃 = (0, 0).
The maximal ideal𝑀𝑃 is generated by 𝑌. Notice that 𝑋 = 𝑌2∕(𝑋2 + 1) ∈ ⟨𝑌⟩ as 1∕(𝑋2 + 1)
does not vanish at 𝑃. We see that the valuation on 𝐾[𝐶]𝑃 is ord𝑃(𝑌) = 1, ord𝑃(𝑋) = 2 and
ord𝑃(2𝑌2 − 𝑋) = 2.

Rational maps. Let 𝑉1, 𝑉2 ⊂ ℙ𝑛 be two projective varieties. A rational map from 𝑉1
and 𝑉2 is a map of the form,

𝜙 ∶ 𝑉1 → 𝑉2, 𝜙 = [𝑓0,… , 𝑓𝑛]

where the functions 𝑓0,… , 𝑓𝑛 ∈ 𝐾(𝑉1) have the property that for every point 𝑃 ∈ 𝑉1 at
which 𝑓0,… , 𝑓𝑛 are all defined,

𝜙(𝑃) = [𝑓0(𝑃),… , 𝑓𝑛(𝑃)] ∈ 𝑉2

A rational map 𝜙 ∶ 𝑉1 → 𝑉2 is not necessarily a well-defined functions at every point
𝑃 ∈ 𝑉1. However, it may be possible to evaluate 𝜙(𝑃) at points at 𝑃 of 𝑉1 where some 𝑓𝑖 is
not regular by replacing each 𝑓𝑖 by 𝑔𝑓𝑖 for an appropriate 𝑔 ∈ 𝐾(𝑉1).

Morphism. A rational map 𝜙 = [𝑓1,… , 𝑓𝑛] ∶ 𝑉1 → 𝑉2 is regular (or defined) at 𝑃 ∈ 𝑉1 if
there is a function 𝑔 ∈ 𝐾(𝑉1) such that each 𝑔𝑓𝑖 is regular at 𝑃; there is some 𝑖 for which
(𝑔𝑓𝑖)(𝑃) ≠ 0. If such a 𝑔 exists, then we set 𝜙(𝑃) = [(𝑔𝑓0)(𝑃),… , (𝑔𝑓𝑛)(𝑃)]. It may be
necessary to take different 𝑔’s for different points. A rational map that is regular at every
point is called a morphism.

Proposition. Let 𝐶 be a curve, let 𝑉 ⊂ ℙ𝑛 be a variety, let 𝑃 ∈ 𝐶 be a smooth point,
and let 𝜙 ∶ 𝐶 → 𝑉 be a rational map. Then 𝜙 is regular at 𝑃. In particular, if 𝐶 is smooth,
then 𝜙 is a morphism.

Let’s think about an example. Let 𝐶 be smooth. 𝑓, 𝑔 ∈ 𝐾(𝐶). Then 𝑓 and 𝑔 define a
morphism 𝜙 ∶ 𝐶 → ℙ2, 𝜙(𝑃) = [𝑓(𝑃), 𝑔(𝑃), 1].

Theorem. Let 𝜙 ∶ 𝐶1 → 𝐶2 be a morphism of curves. Then 𝜙 is either constant or
surjective.

Composition of 𝜙. Let 𝐶1∕𝐾 and 𝐶2∕𝐾 be curves and let 𝜙 ∶ 𝐶1 → 𝐶2 be a non constant
rational map defined over 𝐾. Then composition with 𝜙 induces an injection of function
fields fixing 𝐾, 𝜙∗ ∶ 𝐾(𝐶2)→ 𝐾(𝐶1), 𝜙∗𝑓 = 𝑓◦𝜙.

Degree of 𝜙. Let 𝜙 ∶ 𝐶1 → 𝐶2 be a map of curves defined over 𝐾. If 𝜙 is constant,
we define the degree of 𝜙 to be zero. Otherwise we say that 𝜙 is a finite map and we define
its degree to be deg𝜙 = [𝐾(𝐶1) ∶ 𝜙∗𝐾(𝐶2)].

Divisor Group. The divisor group of a curve 𝐶, denoted by Div(𝐶), is the free abelian
group generated by the points of 𝐶. Thus a divisor 𝐷 ∈ Div(𝐶) is a formal sum,

𝐷 =
∑

𝑃∈𝐶
𝑛𝑃(𝑃)
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where 𝑛𝑃 ∈ ℤ and 𝑛𝑃 = 0 for all but finitely many 𝑃 ∈ 𝐶. The degree of 𝐷 is defined by,

deg𝐷 =
∑

𝑃∈𝐶
𝑛𝑃

Divisors of deg 0. The divisors of degree 0 form a subgroup of Div(𝐶), which we denote by

Div0(𝐶) = {𝐷 ∈ Div(𝐶) ∶ deg𝐷 = 0}

Divisor of 𝑓. Let 𝑓 ∈ 𝐾(𝐶)∗. Then we define the divisor of 𝑓 by,

div(𝑓) =
∑

𝑃∈𝐶
ord𝑃(𝑓)(𝑃)

Picard Group. A divisor 𝐷 ∈ Div(𝐶) is principal if it has the form 𝐷 = div(𝑓) for some
𝑓 ∈ 𝐾(𝐶)∗. Two divisors are linearly equivalent, written 𝐷1 ∼ 𝐷2, if 𝐷1 − 𝐷2 is principal.
The divisor class group (or Picard group) of 𝐶, denoted by Pic(𝐶), is the quotient of Div(𝐶)
by its subgroup of principal divisors.

Proposition. Let 𝐶 be a smooth curve and let 𝑓 ∈ 𝐾(𝐶)∗. Then div(𝑓) = 0 if and
only if 𝑓 ∈ 𝐾

∗
and deg(div(𝑓)) = 0.

Let’s think about an example. Assume that char(𝐾) ≠ 2. Let 𝑒1, 𝑒2, 𝑒3 ∈ 𝐾 be distinct,
and consider the curve, 𝐶 ∶ 𝑦2 = (𝑥 − 𝑒1)(𝑥 − 𝑒2)(𝑥 − 𝑒3). One can check that 𝐶 is smooth
and that it has a single point at infinity, which we denote by 𝑃∞. For 𝑖 = {1, 2, 3}, let
𝑃𝑖 = (𝑒𝑖, 0) ∈ 𝐶. Then div(𝑥 − 𝑒𝑖) = 2(𝑃𝑖) − 2(𝑃∞) and div(𝑦) = (𝑃1) + (𝑃2) + (𝑃3) − 3(𝑃∞).
The above definitions and proposition may be summarized by saying that there exists an
exact sequence,

1 ,→ 𝐾
∗
,→ 𝐾(𝐶)∗

div
,,→ Div0(𝐶) ,→ Pic0(𝐶) ,→ 0

2 Elliptic Curves
Definition. An elliptic curve is a pair (𝐸,𝒪) consisting of a smooth curve 𝐸 of genus one,
with a distinguished point 𝒪 ∈ 𝐸.

The interest in elliptic curves arises from their fundamental value to many areas of math-
ematics. From the point of view of number theory, elliptic curves turn to have many
remarkable properties. The set of rational points of an elliptic curve defined overℚ has the
structure of a finitely generated abelian group, which may be of infinite cardinality. The
situation with regard to rational points is vastly different from that of higher genus curves
by virtue of the following theorem.

Theorem (Faltings). Let 𝐶 be a smooth curve of genud, 𝑔 > 1 defined over ℚ. Then
𝐶(ℚ) <∞, ie., finite.

Further, elliptic curves defined over number fields have remarkable connections to the class
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groups of number fields and the problem of studying abelian extensions of number fields.
From the point of view of complex analysis, elliptic curves defined over ℂ are precisely
Riemann surfaces of genus one and are complex tori. The moduli space of elliptic curves
also has deep connections with quotients of the upper half plane, which we will discuss in
the later sections. From the point of algebraic geometry, elliptic curves form a useful class
of curves on which a lot of geometric phenomena can be exhibited. A main tool that we
will use in what follows is the Riemann-Roch Theoremwhich we state for genus one curves.

Theorem (Riemann-Roch). Let 𝐶 be a smooth curve of genus one and let 𝐾𝐶 be a
canonical divisor on 𝐶. Then for any 𝐷 ∈ 𝐷𝐺(ℂ) we have,

𝓁(𝐷) − 𝓁(𝐾 − 𝐷) = deg(𝐷) − 𝑔 + 1
Typically, the number 𝓁(𝐷) is the one of interest, while 𝓁(𝐾 − 𝐷) is thought of as a cor-
rection term, called index of speciality. Because it is the dimension of a vector space, the
correction term 𝓁(𝐾 − 𝐷) is always non-negative, so that 𝓁(𝐷) ≥ deg(𝐷) − 𝑔 + 1. This
is called Riemann’s inequality. Recall, that the spaces ℒ(𝐷) keep track of functions of 𝐶
which prescribed zeroes and poles data. In particular, ℒ(𝑛𝑃) contains all functions 𝑓 such
that 𝑓 is regular everywhere possibly at 𝑃, where it has no worse that a pole of order 𝑛.

Corollary. Let ℂ be a smooth curve with genus, 𝑔 = 1, 𝐾𝐶 be a canonical divisor and
𝐷 ∈ Div(𝐶). Then,
(a) 𝓁(𝐾𝐶) = 0.
(b) deg𝐾𝐶 = 0.
(c) If deg𝐷 > 0, then 𝓁(𝐷) = deg𝐷.

Often times while working with a curve 𝐶 defined over 𝐾, we are interested in studying
divisors 𝐷 that defined over 𝐾. This is to say that,

𝐷 =
∑

𝑃∈𝐶(𝐾)
𝑛𝑃𝑃

where the sum is taken over 𝐾-rational points of the curve 𝐶. In conjunction, we are
also interested in the 𝐾-vector space, ℒ𝐾(𝐷) which is defined as, ℒ𝐾(𝐷) = {𝑓 ∈ 𝐾(𝐶)∗ ∶
div(𝑓) + 𝐷 ≥ 0} ∪ {0}. Note that ℒ𝐾(𝐷) is a finite dimensional 𝐾-vector space due to the
existence of a natural embedding,

𝜄 ∶ ℒ𝐾(𝐷)⊗𝐾 𝐾 → ℒ(𝐷)

of 𝐾-vector space.

Corollary. Let 𝐶 be a curve defined over 𝐾 and 𝐷 be a divisor defined over 𝐾. Then
the map 𝜄 is an isomorphism of 𝐾-vector spaces. In particular, dim𝐾 ℒ𝐾(𝐷) = 𝓁(𝐷)

The corollary amounts to saying that we may find a basis of the 𝐾-vector space ℒ(𝐷)
consisting of functions, in 𝐾(𝐶)∗.

a. The Weierstrass Form of 𝐸∕𝐾
Proposition. Let char𝐾 ≥ 5 and 𝐸∕𝐾 be an elliptic curve. Then there exists functions
𝑥, 𝑦 ∈ 𝐾(𝐸) such that the mapping, 𝜙 ∶ 𝐸 → ℙ2, 𝑃 ↦→ 𝜙(𝑃) ∶= [𝑥(𝑃) ∶ 𝑦(𝑃) ∶ 1],
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gives an isomorphism of 𝐸 to a curve in ℙ2, which in homogenous coordinates is given by
𝑌2𝑍 = 𝑋3 + 𝑎𝑋𝑍2 + 𝑏𝑍3 where 𝑎, 𝑏 ∈ 𝐾.

In the proof of the above proposition, we wouldn’t mention why the image curve 𝐶 is
smooth. This is because if 𝐶 was non-smooth then it would admit a birational map to
ℙ1 which would imply that 𝐸 is birational to ℙ1. This cannot hold since 𝐸 has genus one
while ℙ1 has genus zero. The proof of this fact relies on the study of singular Weierstrass
equations. Concept’s get complicated when the char𝐾 = 2, 3, In these lower characteristics,
elliptic curves will continue to have similar properties but the computational proofs of these
facts will be harder. We will discuss theories in char𝐾 ≥ 5 to get simpler computations and
formulae. The proposition, shows us that any elliptic curve, 𝐸∕𝐾 ≅ 𝐸, where 𝐸 ⊂ ℙ2 is
a smooth curve, defined by a Weierstrass equation, 𝐸 ∶ 𝑌2𝑍 = 𝑋3 + 𝑎𝑋𝑍2 + 𝑏𝑍3, where
𝑎, 𝑏 ∈ 𝐾. In practice, we prefer to de-homogenize with respect to 𝑍 and look at the affine
curve, 𝐸 ∶ 𝑦2 = 𝑎𝑥3 + 𝑏𝑥 + 𝑐, which we refer to as the Weierstrass equation associated to
𝐸∕𝐾 while always remembering that we have a point at infinity given by 𝒪 = [0 ∶ 1 ∶ 0].

b. Properties of the Weierstrass Form and the 𝑗-invariant
Assume that char𝐾 ≥ 5.

Smoothness. Since E is smooth, then the Weierstrass equation must describe a smooth
curve. This is equivalent to requiring that the polynomial 𝑥3 + 𝑎𝑥 + 𝑏 has no repeated
roots. This can be seen for instance by using the Jacobian criterion of smoothness. By
computing the cubic discriminant, 𝑑 we see that, 𝑥3 + 𝑎𝑥 + 𝑏 has has no repeated roots
⇐⇒ 4𝑎3 + 27𝑏2 ≠ 0. To prove that the Weierstrass equation is smooth, we must prove that
the equation describes a genus one curve. We compute the canonical class by studying the
differential given by

𝜔 = 𝑑𝑥
𝑦

In fact the differential 𝜔 is both holomorphic and non-vanishing. This implies that the
divisor div(𝜔) = 0 and in particular the canonical class is trivial. A corollary of the Riemann-
Roch tells us that the degree of any canonical divisor is given by 2𝑔−2. Since 0 is canonical
in our case, clearly 𝑔 = 1. Hence any smooth Weierstrass equation describes a genus one
curve, which along with the point at infinity𝒪 forms an elliptic curve. Thus, elliptic curves
are curves described by a smooth Weierstrass equation,

𝐸 ∶ 𝑦2 = 𝑥3 + 𝑎𝑥 + 𝑏, 4𝑎3 + 27𝑏2 ≠ 0

with a point at infinity 𝒪 = [0 ∶ 1 ∶ 0]. The differential 𝜔 = 𝑑𝑥∕𝑦 associated to an elliptic
curve will be useful and is known as the invariant differential of an elliptic curve.

Uniqueness of the Weierstrass Form. Let 𝐸 be an elliptic curve which is isomorphic to
the two followingWeierstrass equations, 𝐸 ∶ 𝑦2 = 𝑥3+𝑎𝑥+𝑏 and 𝐸′ ∶ 𝑦′2 = 𝑥′3+𝑎′𝑥′+𝑏′.
Then these two equations are related by a very simple change of coordinates.

Proposition. Let 𝐸 be an elliptic curve given by the two Weierstrass equations as above.
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Then the two equations are related by the change of coordinates, 𝑥 = 𝑢2𝑥′ + 𝑟 and
𝑦 = 𝑢3𝑦′ + 𝑠𝑢2𝑥′ + 𝑡, where 𝑢 ∈ 𝐾

∗
and 𝑟, 𝑠, 𝑡 ∈ 𝐾.

It is also possible to compute when two Weierstrass equations will yield isomorphic elliptic
curves.

𝑗-invariant. Let 𝐸 be an elliptic curve. Then we define the 𝑗-invariant of the curve
𝐸,

𝑗(𝐸) = 17284𝑎
3

𝑑
where, 𝑑 is the discriminant of 𝐸.

The above quantity 𝑗 is conceptually elegent, such that it describs the isomorphism type of
an elliptic curve.

Proposition. Let 𝐸 and 𝐸′ be elliptic curves. Then 𝐸 ≅ 𝐸′ if and only if 𝑗(𝐸) = 𝑗(𝐸′).

c. Group Law
Group Pic0(𝐸). The points of an elliptic curve naturally admit a group structure, where
the point 𝒪 will serve as the identity element. To show this we first recall that on any curve
there is a map, div ∶ 𝐾(𝐶)∗ → Div0(𝐶), 𝑓 ↦→ div(𝑓), where Div0(𝐶) denotes the subgroup
of divisors of degree zero on 𝐶. We denote by Pic0(𝐶), the co-kernel of the above map div.
In particular

Pic0(𝐶) =
{divisors of degree 0}
principal divisors

We compute Pic0(𝐸) for an elliptic curve 𝐸. We define the following map, 𝜎 ∶ 𝐸 → Pic0(𝐸),
𝑃 ↦→ {divisor class of 𝑃 −𝒪}.

Proposition. The map 𝜎 ∶ 𝐸 → Pic0(𝐸) is an isomorphism.

Proof. Showing 𝜎 is an injective map is trivial, so we will restrict ourselves in showing
that 𝜎 is surjective. Let 𝐷 ∈ Div0(𝐸) be any divisor of degree zero. Consider the space
ℒ(𝐷+𝒪)which has dimension 1 by the Riemann-Roch theorem. Let us assume 𝑓 ∈ 𝐾(𝐸)∗
generates ℒ(𝐷 + 𝒪). Then, div(𝑓) ≥ −𝒪 − 𝐷 by definition. Further since 𝑓 has degree
zero, it must be that div(𝑓) = 𝑃−𝒪−𝐷, for some point 𝑃 ∈ 𝐸. This proves that 𝐷 ∼ 𝑃−𝒪
and hence the map is surjective. 2

The abstract group law. We use the bijection 𝜎 between the points of an elliptic curve and
the abelian group Pic0(𝐸) to transfer the group structure of Pic0(𝐸) to the set of points of 𝐸.
Explicitly, the addition in this group law is given as follows: Let 𝑃,𝑄 ∈ 𝐸, we define 𝑃 + 𝑄
as the unique point on 𝐸 such that, 𝑃 −𝒪 + 𝑄 −𝒪 ∼ (𝑃 + 𝑄) −𝒪, where ∼ denotes linear
equivalence of divisors. The inverse of a point 𝑃 is defined as the unique point −𝑃 such
that 𝒪 − 𝑃 ∼ (−𝑃) +𝒪. One also checks that the point 𝒪 becomes the identity element for
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the group law. Since Pic0(𝐸) is abelian, we see that the above group law on the points of 𝐸
is abelian too.

The explicit group law. We study the group law in a more explicit fashion. Let 𝐸 ∶
𝑦2 = 𝑥3 + 𝑎𝑥 + 𝑏 be an elliptic curve.

Inversion. Let 𝑃 ∈ 𝐸, and let 𝐿(𝑋,𝑌, 𝑍) = 𝛼𝑋 + 𝛽𝑌 + 𝛾𝑍 = 0 be the line in ℙ2 joining 𝑃
and 𝒪, the point at infinity. If 𝑃 = (𝑥0, 𝑦0) then the line 𝐿 is given by 𝐿 ∶ 𝑋 − 𝑥0(𝑍) = 0, or
in the affine plane it is the vertical line 𝑥 = 𝑥0. Since 𝐸 is a degree three curve, the line 𝐿
intersects 𝐸 at three points (after counting multiplicities). This is a special case of Bezout’s
theorem.

Let 𝑄 denote the third point of intersection of 𝐿 and 𝐸. Notice that the line 𝑍 = 0 intersects
𝐸 at 𝒪 with multiplicity three. We define the function, 𝑓 ∈ 𝐾(𝐸)∗ as, 𝑓 = 𝐿

𝑍
and notice

that div(𝑓) = 𝑃+𝑄+𝒪−3𝒪 = 𝑃+𝑄−2𝒪. This proves that,𝒪−𝑃 ∼ 𝑄−𝒪. Hence𝑄 = −𝑃.

Addition. Let 𝑃,𝑄 ∈ 𝐸 and let 𝐿(𝑋,𝑌, 𝑍) denote the equation of the line joining 𝑃
and 𝑄. Let 𝑅 denote the third intersection point of 𝐿 and 𝐸. We again consider 𝑓 = 𝐿∕𝑍
and see that,

div(𝑓) = 𝑃 + 𝑄 + 𝑅 − 3𝒪 ⇐⇒ 𝑃 −𝒪 + 𝑄 −𝒪 ∼ 𝒪 − 𝑅

This shows that the sum 𝑃 + 𝑄 is given by the inverse of the point 𝑅.

d. Explicit formulae
We have defined an abstract group law on the set of points of 𝐸 but it is not clear that the
induced addition map, + ∶ 𝐸 × 𝐸 → 𝐸 and inversion map − ∶ 𝐸 → 𝐸 are morphisms of
algebraic varieties. We tackle this problem by using the explicit descriptions using rational
functions for addition and multiplication, which shows that the group law we have found
is indeed algebraic.

Proposition. The inversion map for the curve 𝑦2 = 𝑥3 + 𝑎𝑥 + 𝑏 is given by, − ∶ 𝐸 → 𝐸,
(𝑥0, 𝑦0) ↦→ (𝑥0,−𝑦0), with −𝒪 = 𝒪 in addition.

The above explicit description shows us that the inversion map is indeed a morphism
of algebraic varieties. The addition map is slightly more computational to describe. Let
(𝑥1, 𝑦1) and (𝑥2, 𝑦2) be two points on 𝐸 ∶ 𝑦2 = 𝑥3+ 𝑎𝑥+ 𝑏. The case is trivial, when one (or
both) of the points is 𝒪. Let 𝜆 denote the slope of the line joining these points. We define 𝜆
to be the slope of the tangent to curve 𝐸 at this point if the two points are the same. Clearly
𝜆 is a rational function, of 𝑥1, 𝑦1, 𝑥2 and 𝑦2.

Proposition. Let 𝑃,𝑄 ∈ 𝐸 and 𝜆 be as above. Then, 𝑃 + 𝑄 is the point,

𝑃 + 𝑄 = (𝜆2 − 𝑥1 − 𝑥2,−𝜆𝑥3 − 𝜈)

The description of the addition map in terms of rational functions shows that it is a mor-
phism of algebraic varieties. In particular, 𝐸 has the structure of an abelian variety. That is,



2 ELLIPTIC CURVES 9

a variety equipped with an abelian group law that is algebraic i.e. the addition and inversion
maps are morphisms of varieties as above.

e. Isogeny
An isogeny is the notion of morphism in the category of elliptic curves.

Isogeny. Let 𝐸1 and 𝐸2 be elliptic curves with distinguished points 𝒪1 and 𝒪2. An isogeny
from 𝐸1 to 𝐸2 is a morphism of varieties 𝜙 ∶ 𝐸1 → 𝐸2 such that 𝜙(𝒪1) = 𝒪2.

Analogous, to the definition of elliptic curve, we have defined an isogeny without making
any reference to the group structure. It turns out all isogenies are group homomorphisms.
If 𝜙 ∶ 𝐸1 → 𝐸2 is a non-constant isogeny, we have an induced group homomorphism,

𝜙∗ = Pic0(𝐸2)→ Pic0(𝐸1)
𝑄 ↦→

∑

𝜙(𝑃)=𝑄
𝑒𝜙(𝑃)𝑃

We have a group isomorphism,

𝜎1 ∶ 𝐸1 → Pic0(𝐸1)
𝑃 ↦→ 𝑃 −𝒪1

and similarly for 𝐸2. By the above, we have a group homomorphism,

𝐸2
𝜎2,,→ Pic0(𝐸2)

𝜙∗
,,→ Pic0(𝐸1)

𝜎−11,,,→ 𝐸1
Let �̂� = 𝜎−11 ◦𝜙∗◦𝜎2. Then �̂�◦𝜙 = [deg𝜙], and �̂� is the unique isogeny with this property.
Let’s formalize our intuition.

Proposition. Let 𝜙 ∶ 𝐸1 → 𝐸2 be an isogeny. Then, given points 𝑃,𝑄 ∈ 𝐸1, we have,
𝜙(𝑃 + 𝑄) = 𝜙(𝑃) + 𝜙(𝑄). In particular, any isogeny is a group homomorphism.
Proof. Consider the following commutative diagram,

𝐸1 Pic0(𝐸1)

𝐸2 Pic0(𝐸2)

← →𝜎1

←

→

𝜙

← →𝜎2

←

→ 𝜙∗

where 𝜙∗ ∶ Pic
0(𝐸1)→ Pic0(𝐸2) is the induced by the natural push-forward map of divisors

given by,

𝜙∗
⎛
⎜
⎝

∑

𝑃∈𝐸1

𝑛𝑃𝑃
⎞
⎟
⎠
=

∑

𝑃∈𝐸2

𝑛𝑃𝜙(𝑃)

since, 𝜙∗ is a group morphism and 𝜎1 and 𝜎2 are group isomorphisms by definition, it
follows that 𝜙 is also a group morphism. 2
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Definition. If 𝜙 is a non-constant isogeny, we define the degree of an isogeny to be the
degree of the 𝜙 as a map of curves. If 𝜙 is a constant isogeny, then we define deg𝜙 = 0.

The constant map, 𝜙 ∶ 𝐸1 → 𝐸2 given by 𝜙(𝑃) = 𝒪2 for all 𝑃 ∈ 𝐸1 and the identity
map id𝐸 ∶ 𝐸 → 𝐸 are isogenies of degree 0 and 1 respectively. The multiplication-by-𝑛
maps given by [𝑛] ∶ 𝐸 → 𝐸,

𝑃 ↦→ 𝑃 +⋯ + 𝑃⏟⎴⎴⏟⎴⎴⏟
𝑛 times

is an isogeny. We will say more about deg[𝑛] later.

Frobenius morphism. Let an elliptic curve 𝐸 over a finite field, denoted as 𝐸∕𝔽𝑝 be
an elliptic curve given by, 𝑦2 = 𝑥3 + 𝑎𝑥 + 𝑏, where 𝑎, 𝑏 ∈ 𝔽𝑝. We define a map 𝜙 ∶ 𝐸 → 𝐸
given on homogenous coordinates by [𝑋 ∶ 𝑌 ∶ 𝑍] ↦→ [𝑋𝑝 ∶ 𝑌𝑝 ∶ 𝑍𝑝]. Since, 𝜙(𝒪) = 𝒪, it
is clearly an isogeny. Further the degree of this isogeny is 𝑝. The map 𝜙 is known as the
Frobenius morphism.

f. Dual Isogenies
Dual Isogeny. Let 𝜙 ∶ 𝐸1 → 𝐸2 be a non-constant isogeny. The isogeny �̂� defined above is
called the dual isogeny of 𝜙. We define [0̂] = [0].

Proof. Wewill first prove the uniqueness, let𝑚 = deg𝜙 and suppose �̂� and �̂�′ are isogenies
such that �̂�◦𝜙 = �̂�′◦𝜙 = [𝑚]. Then,

(�̂� − �̂�′)◦𝜙 = [𝑚] − [𝑚] = [0]

so �̂� − �̂�′ is constant. Then Reduce to the case where 𝜙 is either separable or a Frobenius
morphism. Separable case follows from results about isogenies in III.4. If 𝐾 has character-
istic p, assume 𝜙 is the 𝑝th -power morphism, i.e. deg𝜙 = 𝑝. [𝑝] is not separable, so can be
decomposed as [𝑝] = 𝜓◦𝜙𝑒. 2

Properties of Dual Isogenies. Let 𝜙, 𝜓 ∶ 𝐸1 → 𝐸2 and 𝜆 ∶ 𝐸2 → 𝐸3 be isogenies. Let
𝑚 = deg𝜙.
(a) �̂�◦𝜙 = [𝑚] on 𝐸1 and 𝜙◦�̂� = [𝑚] on 𝐸2
(b) ̂𝜆◦𝜙 = �̂�◦�̂�
(c) ̂𝜙 + 𝜓 = �̂� + �̂�
(d) For all 𝑛 ∈ ℤ, [�̂�] = [𝑛], and deg[𝑛] = 𝑛2
(e) deg �̂� = deg𝜙
(f) ̂̂𝜙 = 𝜙

Proof. We will prove that [�̂�] = [𝑛] and deg[𝑛] = 𝑛2. Clearly holds for 𝑛 = 0 and 𝑛 = 1.
Applying part 3 with 𝜙 = [𝑛] and 𝜓 = [1] gives,

[ ̂𝑛 + 1] = [�̂�] + [1̂]
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and by ascending and descending induction we see that [�̂�] = [𝑛] for all 𝑛 ∈ ℤ. Now let
𝑑 = deg[𝑛]. Then,

[𝑑] = [�̂�]◦[𝑛] = [𝑛]2

since the endomorphism ring of an elliptic curve is torsion-free as a ℤ-module, this shows
that 𝑑 = 𝑛2. 2

Quadratic Forms. A positive definite quadratic form is a function 𝑑 ∶ 𝐴 → ℝ, where 𝐴 is
an Abelian group, such that
(a) 𝑑(𝛼) = 𝑑(−𝛼), for all 𝛼 ∈ 𝐴.
(b) The pairing, 𝐴 × 𝐴 → ℝ,

(𝛼, 𝛽) ↦→ 𝑑(𝛼 + 𝛽) − 𝑑(𝛼) − 𝑑(𝛽)

is bilinear.
(c) 𝑑(𝛼) ≥ 0 for all 𝛼 ∈ 𝐴, with equality precisely when 𝛼 = 0.

Corollary (Degree Map). Let 𝐸1 and 𝐸2 be elliptic curves. The degree map,

deg ∶ Hom(𝐸1, 𝐸2)→ ℤ

is a positive definite quadratic form.

Torsion Subgroup Structure. Let 𝐸 be an elliptic curve and𝑚 ∈ ℤ ⧵ {0}.
(a) If𝑚 ≠ 0 in 𝐾, ie., if char(𝐾) = 0 or 𝑝 and 𝑝 ∤ 𝑚, then 𝐸[𝑚] = ℤ∕𝑚ℤ ×ℤ∕𝑚ℤ.
(b) If char(𝐾) = 𝑝, then one of the following holds:

𝐸[𝑝𝑒] = {𝒪} for all 𝑒 ∈ ℤ+

𝐸[𝑝𝑒] = ℤ∕𝑝𝑒ℤ for all 𝑒 ∈ ℤ+

Proof. Since, 𝑚 ≠ 0 and deg[𝑚] = 𝑚2, [𝑚] is separable and #𝐸[𝑚] = 𝑚2. Further, for
every 𝑑 ∣ 𝑚, we have #𝐸[𝑑] = 𝑑2. Analyzing the structure theorem of finitely generated
Abelian groups gives the result. Let 𝜙 be the 𝑝th-power Frobenius morphism. Using various
results from Chapters 2 and 3, we have #𝐸[𝑝𝑒] = deg𝑠[𝑝𝑒] = (deg𝑠 �̂�)𝑒. If �̂� is inseparable
then deg𝑠 �̂� = 1, so #𝐸[𝑝𝑒] = 1 for all 𝑒. Otherwise, deg𝑠 �̂� = 𝑝, so #𝐸[𝑝𝑒] = 𝑝𝑒, and the
structure theorem again gives the result. 2

3 TheWeil Pairing
Throughout, let𝑚 ≥ 2 be coprime to char(𝐾). We saw that 𝐸[𝑚] is a free ℤ∕𝑚ℤ-module
of rank 2. We wish to define a non-degenerate, alternating, bilinear pairing on 𝐸[𝑚] which
is basis-free and Galois invariant:

Galois Invariance. Let 𝑃,𝑄 ∈ 𝐸[𝑚] and 𝜎 ∈ 𝐺𝐾∕𝐾. A Galois-invariant pairing on
𝐸[𝑚] is a map 𝑒𝑚 ∶ 𝐸[𝑚] × 𝐸[𝑚]→ 𝑅 such that,

𝑒𝑚(𝑃𝜎, 𝑄𝜎) = 𝑒𝑚(𝑃,𝑄)𝜎
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We will know construct the Weil pairing. Recall that a divisor
∑𝑛𝑖𝑃𝑖 on a curve is the

divisor of a function if and only if both
∑𝑛𝑖 = 0 and∑[𝑛𝑖]𝑃𝑖 = 𝒪. Let 𝑇 ∈ 𝐸[𝑚]. By the

above, there is an 𝑓 ∈ 𝐾(𝐸) such that, div(𝑓) = 𝑚𝑇 − 𝑚𝒪. Since, [𝑚] is non-constant,
hence surjective, let 𝑇′ ∈ 𝐸 satisfy [𝑚]𝑇′ = 𝑇. There is similarly a function 𝑔 ∈ 𝐾(𝐸) such
that,

div(𝑔) = [𝑚]∗𝑇 − [𝑚]∗𝒪 =
∑

𝑅∈𝐸[𝑚]
(𝑇′ + 𝑅) − 𝑅

𝑓◦[𝑚] and 𝑔𝑚 have the same divisor, so up to a constant multiple, we have 𝑓◦[𝑚] = 𝑔𝑚.
Now, let 𝑆 ∈ 𝐸[𝑚]. For any 𝑃 ∈ 𝐸, we have

𝑔(𝑃 + 𝑆)𝑚 = 𝑓([𝑚]𝑃 + [𝑚]𝑆) = 𝑓([𝑚]𝑃) = 𝑔(𝑃)𝑚

Thus, as a function of 𝑃, 𝑔(𝑃+𝑆)
𝑔(𝑃)

is the𝑚th root of unity in 𝐾, of which there are finitely many.
In particular, the morphism

𝐸 → ℙ1

𝑃 ↦→ 𝑔(𝑃 + 𝑆)
𝑔(𝑃)

is not surjective, so it is constant.

TheWeil 𝑒𝑚-Pairing. The Weil 𝑒𝑚-Pairing is defined as,

𝑒𝑚 ∶ 𝐸[𝑚] × 𝐸[𝑚]→ 𝜇𝑚

𝑒𝑚(𝑆, 𝑇) =
𝑔(𝑃 + 𝑆)
𝑔(𝑃)

We have now constructed the Weil-pairing, but what properties does it have? The Weil-
pairing is bilinear, alternating, where 𝑒𝑚(𝑇, 𝑇) = 1 so in particular, 𝑒𝑚(𝑆, 𝑇) = 𝑒𝑚(𝑇, 𝑆)−1.
It is non-degenerate pairing, ie., if 𝑒𝑚(𝑆, 𝑇) = 1 for all 𝑆 ∈ 𝐸[𝑚], 𝑇 = 𝒪. It is closed under
the galois invariance, ie., 𝑒𝑚(𝑆, 𝑇)𝜎 = 𝑒𝑚(𝑆𝜎, 𝑇𝜎), for all 𝜎 ∈ 𝐺𝐾∕𝐾. Finally, it is compatibile,
ie., 𝑒𝑚𝑚′(𝑆, 𝑇) = 𝑒𝑚([𝑚′]𝑆, 𝑇), for all 𝑆 ∈ 𝐸[𝑚𝑚′] and 𝑇 ∈ 𝐸[𝑚].

Dual Isogenies are Adjoints. Let 𝜙 ∶ 𝐸1 → 𝐸2 be an isogeny. Then for all 𝑆 ∈ 𝐸1[𝑚] and
𝑇 ∈ 𝐸2[𝑚],

𝑒𝑚(𝑆, �̂�(𝑇)) = 𝑒𝑚(𝜙(𝑆), 𝑇)

a. Tate Module of 𝐸
The TateModule. Let 𝐸 be an elliptic curve and 𝓁 ∈ ℤ a prime. The (𝓁-adic) Tate module
of 𝐸 is the group,

𝑇𝓁(𝐸) = lim
←,

𝐸[𝓁𝑛]

where the inverse limit is taken with respect to the maps 𝐸[𝓁𝑛+1 → 𝐸[𝓁𝑛], 𝑇 ↦→ [𝓁]𝑇.
Since each 𝐸[𝓁𝑛] is ℤ∕𝓁𝑛ℤ-module, 𝑇𝓁(𝐸) is a ℤ𝓁-module.
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Analogously, if 𝜇𝓁𝑛 is the multiplicative group of (𝓁𝑛)th roots of unity in 𝐾
∗
, then we have

maps 𝜇𝓁𝑛+1 → 𝜇𝓁𝑛 , 𝜁 ↦→ 𝜁𝑛. The Tate module of 𝐾 is then defined as,

𝑇𝓁(𝜇) = lim
←,

𝜇𝓁𝑛

Structure of the Tate Module. 𝑇𝓁(𝐸) ≅ ℤ𝓁 × ℤ𝓁 as a ℤ𝓁-module if 𝓁 ≠ char(𝐾).
𝑇𝑝(𝐸) ≅ {0} or ℤ𝑝 as a ℤ𝑝-module if 𝑝 = char(𝐾) > 0.

Corollary. Let 𝐸1 and 𝐸2 be elliptic curves. Then the Hom(𝐸1, 𝐸2) is a free ℤ-module
of a rank at most 4.

𝓁-adic Weil Pairing. There exists a pairing,

𝑒 ∶ 𝑇𝓁(𝐸) × 𝑇𝓁(𝐸)→ 𝑇𝓁(𝜇)

which is bilinear, alternating, non-degenerate, Galois-invariant, and for which taking dual
isogenies is an adjoint operation.

b. Endomorphism Rings
Let’s discuss the structure of endomorphism rings of elliptic curves. Let 𝐸 be an elliptic
curve, and End(𝐸) denote its endomorphism ring. We have amassed the following facts:
End(𝐸) has characteristic 0, no zero divisors, and rank at most 4 as a ℤ-module. End(𝐸)
has an anti-involution 𝜙 ↦→ �̂�. For all 𝜙 ∈ End(𝐸), 𝜙◦�̂� ∈ ℤ≥0, with 𝜙◦�̂� = 0 if and only if
𝜙 = 0. These properties greatly restrict the structure of End(𝐸) and allow us to characterize
endomorphism rings of elliptic curves.

Order ofℚ-algebras. Let𝐴 be a (not necessarily commutative)ℚ-algebra which is finitely
generated overℚ. An order of𝐴 is a subring 𝑅 of 𝐴 that is finitely generated as aℤ-module
such that 𝑅 ⊗ℚ = 𝐴.

Let’s analyse an example. Let 𝐾 be be an imaginary quadratic field with ring of inte-
gers 𝑂𝑘. Then for each integer 𝑛 ≥ 1,the ring ℤ + 𝑛𝒪𝐾 is an order of 𝐾. In fact, one can
show that these are the only orders of 𝐾.

Quaternion Algebras. A ℚ-algebra 𝐴 is called a quaternion algebra if,

𝐴 = ℚ +ℚ𝛼 +ℚ𝛽 +ℚ𝛼𝛽

where 𝛼2, 𝛽2 ∈ ℚ− and 𝛽𝛼 = −𝛼𝛽.

Structure of Endomorphism Rings of Elliptic Curves. Let 𝐸 be an elliptic curve
over the field 𝐾. Then End(𝐸) is either ℤ, an order in an imaginary quadratic field, or an
order in a quaternion algebra. If char(𝐾) = 0, then only the first two are possible.

Complex Multiplication (CM). If char(𝐾) = 0, we say that 𝐸 has complex multipli-
cation, or is CM, if End(𝐸) ⊋ ℤ, ie., |End(𝐸)| > |ℤ|.
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Supersingular. If char(𝐾) > 0, we say that 𝐸 is supersingular if End(𝐸) is an order
in a quaternion algebra, and otherwise we call 𝐸 ordinary.

If 𝐾 = 𝔽𝑞, a finite field of order 𝑞 = 𝑝𝑒 for a prime 𝑝, then Chapter 5 shows that End(𝐸) is
always larger thanℤ, and that there are always elliptic curves with End(𝐸)⊗ℚ a quaternion
algebra. A comprehensive description of End(𝐸) in all cases is given in [Deuring].

c. Inverse Galois Theory
Inverse Galois Problem. Let 𝐺 be a finite group. Find a finite Galois extension 𝐾∕ℚ such
that Gal(𝐾∕ℚ) ≅ 𝐺.

A systematic study began in 1892 with Hilbert. A group for which the inverse Galois
property holds is called realizable. This is equivalent to the inverse Galois problem over
ℚ(𝑡). The conjecture is resolved over ℂ(𝑡), ℚ(𝑡), and ℚ. Examples of realizable groups are
finite solvable groups, sporadic simple groups (except possibly𝑀23), permutation groups of
degree up to 16 and rigid groups.

Absolute Galois Group. Let 𝐹 be a field and 𝐹sep a separable closure of 𝐹. The ab-
solute Galois group of 𝐹, denoted by 𝐺𝐹, is the Galois group Gal(𝐹sep∕𝐹). When 𝐹 is perfect
field (finite or characteristic 0), 𝐹 sep = 𝐹. Now, the inverse Galois problem can be rephrased
as follows:

Inverse Galois Problem. Let 𝐺 be a finite group. Find a normal subgroup 𝐻 of 𝐺ℚ
such that 𝐺ℚ∕𝐻 ≅ 𝐺.

What about the structure of the Galois Group, 𝐺ℚ? 𝐺ℚ is a profinite group with the profinite
topology. We can view,

𝐺ℚ ⊆
∏

𝑖
Gal(𝐾𝑖∕ℚ) (1)

𝐺ℚ is a compact, Hausdorff, totally disconnected topological group. The Langlands program,
study the representations of 𝐺ℚ, known as Galois representations. Class field theory is the
1-dimensional case. What is our Goal? It is to realize Galois groups as matrix groups via
representations arising from elliptic curves.

d. Representations of Galois Groups
We will know discuss representations, when 𝐾 = ℚ(𝐸[𝑛]). Let 𝑛 ≥ 1 and 𝐸∕ℚ be an
elliptic curve. We know 𝐸[𝑛] has 𝑛2 points; let 𝐸[𝑛] = {𝒪, (𝑥1, 𝑦1),… , (𝑥𝑚, 𝑦𝑚)}, where
[𝑥𝑖 ∶ 𝑦1 ∶ 1] ∈ 𝐸[𝑛] and 𝑚 = 𝑛2 − 1. Let 𝐾 = ℚ(𝐸[𝑛]) ∶= ℚ(𝑥1, 𝑦1,… , 𝑥𝑚, 𝑦𝑚). 𝐾∕ℚ is
algebraic, so 𝑛𝑃 ∶ 𝑃 ⊕⋯ ⊕ 𝑃 = 𝒪, and addition on 𝐸 is algebraic. 𝐾∕ℚ is also Galois
(extend field automorphisms component-wise). Since 𝐸[𝑛] ≅ ℤ∕𝑛ℤ⊕ℤ∕𝑛ℤ, we can write
𝐸[𝑛] = {𝑎1𝑃1 + 𝑎2𝑃2 ∣ 𝑎1, 𝑎2 ∈ ℤ∕𝑛ℤ} for some generators 𝑃1 and 𝑃2. Let 𝜎 ∈ Gal(𝐾∕ℚ).
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Then,

𝜎(𝑃1) = 𝛼𝜎𝑃1 + 𝛾𝜎𝑃2
𝜎(𝑃2) = 𝛽𝜎𝑃1 + 𝛿𝜎𝑃2

for some 𝛼𝜎,… , 𝛿𝜎 ∈ ℤ∕𝑛ℤ. Define the map

𝜌𝑛 = Gal(𝐾∕ℚ)→ 𝐺𝐿2(ℤ∕𝑛ℤ)

by,

𝜌 ↦→ [𝛼𝜎 𝛽𝜎
𝛾𝜎 𝛿𝜎

]

Example. Let 𝐸 ∶ 𝑦2 = 𝑥3 + 𝑥 be defined over ℚ. Then,

𝐸[2] = {𝒪, (0, 0), (𝑖, 0), (−𝑖, 0)}

so 𝐾 ∶= ℚ(𝐸[2]) = ℚ(𝑖) and Gal(𝐾∕ℚ) = {id𝐾, 𝜎}, where 𝜎 is a complex conjugation. Can
take generators of 𝐸[2] to be (0, 0) and (𝑖, 0), so

𝜌2(id𝐾) = 1

𝜌2(𝜎) = [1 1
0 1]

In particular, 𝜌2 is injective. Note that 𝐺𝐿2(𝔽2) ≅ 𝑆3.

e. Serre’s Open Image Theorem
Wewill continue with representations, when𝐾 = ℚ(𝐸[𝑛]). Let 𝑛 ≥ 1, 𝜌𝑛 is always injective.
If 𝜌𝑛 is also surjective, then 𝐺𝐿2(ℤ∕𝑛ℤ) is realizable. This leads to a celebrated theorem of
Serre:

Open Image Theorem. Let 𝐸∕ℚ be an elliptic curve which is not CM. Then,
(a) There is an𝑀𝐸 ∈ ℤ+, which depends on 𝐸, such that for all 𝑛 ≥ 1,

[𝐺𝐿2(ℤ∕𝑛ℤ) ∶ 𝜌𝑛(Gal(𝐾∕ℚ))] < 𝑀𝐸

(b) There is an 𝑁𝐸 ∈ ℤ+, depending on 𝐸, such that for all 𝑛 ≥ 1 with gcd(𝑛,𝑁𝐸) = 1,
𝜌𝑛 is an isomorphism.

Open Image Theorem (V2). Let 𝐸∕ℚ be an non-CM elliptic curve and

𝜌𝐸 ∶ 𝐺ℚ → 𝐺𝐿2(ℤ̂)

be the representation of 𝐺ℚ induced by the 𝜌𝑛, called adelic representation of 𝐸. Then
𝜌𝐸(𝐺ℚ) is open in 𝐺𝐿2(ℤ̂).

In a profinite group, open subgroups are precisely the closed subgroups of finite index. We
will know discuss, the Effective Open Image Theorem,
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(Jones, 2010). The adelic representations of almost all 𝐸∕ℚ have index 2 (called a Serre
curve).

(Lombardo, 2014). Let 𝐸∕𝐾 be a non-CM elliptic curve. Then,

[𝐺𝐿2(ℤ̂) ∶ 𝜌𝐸(𝐺𝐾)] < 𝐶1 ⋅ [𝐾 ∶ ℚ]𝐶2 ⋅max{1, ℎ(𝐸), log, [𝐾 ∶ ℚ]}2𝐶2

where 𝐶1 = exp(6.4 × 1013), 𝐶2 = 24480, and ℎ(𝐸) is the stable Faltings height of 𝐸.

Uniformity Conjecture (Serre). There is some𝑀 ∈ ℤ+, such that

[𝐺𝐿2(ℤ∕𝑛ℤ) ∶ 𝜌𝑛(Gal(𝐾∕ℚ))] < 𝑀

for all 𝑛 ≥ 1 and all non-CM elliptic curves defined over ℚ.

Uniformity Conjecture (V2). There is some prime 𝑝ℚ such that, for any non-CM elliptic
curve 𝐸∕ℚ, the representation

𝜌𝐸,𝑃 ∶ 𝐺ℚ → 𝐺𝐿2(𝔽𝑝)

is surjective for all primes 𝑝 > 𝑝ℚ.

What has been done toward the Uniformity Conjecture? Due to results like the following,
it is strongly believed that 𝑝ℚ = 37,

Bilu, Mazur, Parent, Rebolledo, Serre (1972-2013). Let 𝐸∕ℚ be a non-CM elliptic
curve. If 𝑝 > 37 is a prime, then 𝜌𝐸,𝑃 is either surjective, or its image is contained in the
normalizer of a non-split Cartan subgroup.

Lemos (2017). Let 𝐸∕ℚ be a non-CM elliptic curve. Suppose that 𝐸 admits a non-cyclic
ℚ-isogeny. Then for 𝑝 > 37 prime, 𝜌𝐸,𝑃 is surjective.

4 Elliptic curves over ℂ
We have viewed elliptic curves from an algebraist perspective (which is method I prefer
and do!). Now let’s look at the function, the derives an elliptic curves from an analyst
perspective using techniques from complex analysis.

Evaluation of the integral giving are length on a circle, namely,

∫ 1
√
1 − 𝑥2

𝑑𝑥

leads to an inverse trigonometric function. The analogous problem for the arc length of an
ellipse yields an integral that is not computable in terms of so-called elementary functions.
The indeterminacy of the sign of the square root means that such integrals are not well-
defined on ℂ; instead, they are more naturally studied on an associated Riemann surface.
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For the arc length integral of an ellipse, this Riemann surface turns out to be the set of
complex points on an elliptic curve 𝐸. We thus begin our study of elliptic curves over ℂ
by studying certain elliptic integrals, which are line integrals on 𝐸(ℂ). Indeed, the reason
that elliptic curves are so named is because they are the Riemann surfaces associated to are
length integrals of ellipses.

a. Elliptic integrals
Let 𝐸 be an elliptic curve defined over ℂ. Since char(ℂ) = 0 and ℂ is algebraically closed,
there is a Weierstrass equation for 𝐸 in Legendre form (III.1.7),

𝐸 ∶ 𝑦2 = 𝑥(𝑥 − 1)(𝑥 − 𝜆)

The natural map,

𝐸(ℂ)→ ℙ1(ℂ)
(𝑥, 𝑦) ↦→ 𝑥

is a double cover ramified over precisely the four points 0, 1, 𝜆,∞ ∈ ℙ1(ℂ). We know from
(III.1.5) that 𝜔 = 𝑑𝑥∕𝑦 is a holomorphic differential form on 𝐸. Suppose that we try to
define a map by the rule,

𝐸(ℂ)∗
?
,→ ℂ

𝑃 ↦→ ∫
𝑃

𝑂
𝜔

where the integral is along some path connecting 𝑂 to 𝑃. Unfortunately, this map is not
well-defined, since it depends on the choice of path. We let 𝑃 = (𝑥, 𝑦) ∈ 𝐸(ℂ) and look
more closely at what is happening in ℙ1(ℂ). We are attempting to compute the complex
line integral,

∫
𝑥

∞

1
√
𝑡(𝑡 − 1)(𝑡 − 𝜆)

𝑑𝑥

This line integral is not path-independent, because the square root is not singlevalued.
Thus in the below figure, the three integral,

∫
𝛼
𝜔, ∫

𝛽
𝜔, ∫

𝛾
𝜔

need not be equal. In order to make the integral well-defined, it is necessary to make branch
cuts. For example, the integral will be path-independent on the complement of the branch
cuts illustrated in the figure, because in this region it is possible to define a single-valued
branch of

√
𝑡(𝑡 − 1)(𝑡 − 𝜆). More generally, since the square root is double-valued, we

should take two copies of ℙ1(ℂ), make branch cuts as indicated in the figure, and glue
them together along the branch cuts to form the Riemann surface illustrated in the figure.
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(Note that ℙ1(ℂ) = ℂ ∪∞ is topologically a 2-sphere.) It is readily seen that the resulting
Riemann surface is a torus, and it is on this surface that we should study the integral,

∫ 1
√
𝑡(𝑡 − 1)(𝑡 − 𝜆)

𝑑𝑡

Returning now to our hypothetical map,

𝐸(ℂ)→ ℂ

𝑃 ↦→ ∫
𝑃

𝑂
𝜔

we see that the indeterminacy comes from integrating across branch cuts in ℙ1(ℂ), or
equivalently around non-contractible loops on the torus. The figure illustrates two closed
paths 𝛼 and 𝛽 for which the integrals ∫𝛼 𝜔 and ∫𝛽 𝜔may be nonzero. We thus obtain two
complex numbers, which are called periods of 𝐸, 𝜔1 = ∫𝛼 𝜔 and 𝜔2 = ∫𝛽 𝜔. Notice that the
paths 𝛼 and 𝛽 generate the first homology group of the torus. Thus any two paths from 𝑂
to 𝑃 differ by a path that is homologous to 𝑛1𝛼+ 𝑛2𝛽 for some 𝑛1, 𝑛2 ∈ ℤ. Thus the integral
∫ 𝑃
𝑂 𝜔 is well-defined up to addition of a number of the form 𝑛1𝜔1 + 𝑛2𝜔2, which suggests
that we should look at the set Λ = {𝑛1𝜔1 + 𝑛2𝜔2 ∶ 𝑛1, 𝑛2 ∈ ℤ}. The preceding discussion
shows that there is a well-defined map,

𝐹 ∶ 𝐸(ℂ)→ ℂ∕Λ

𝑃 ↦→ ∫
𝑃

𝑂
𝜔 (mod Λ)

The set Λ is clearly a subgroup of ℂ, so the quotient ℂ∕Λ is a group. Using the translation
invariance of 𝜔 that we proved in (III.5.1), we easily verify that 𝐹 is a homomorphism:

∫
𝑃+𝑄

𝑂
𝜔 ≡ ∫

𝑃

𝑂
𝜔 + ∫

𝑃+𝑄

𝑃
𝜔 ≡ ∫

𝑃

𝑂
𝜔 + ∫

𝑄

𝑂
𝜏∗𝑃𝜔 ≡ ∫

𝑃

𝑂
𝜔 + ∫

𝑄

𝑂
𝜔 (mod Λ)

The quotient spaceℂ∕Λwill be a compact Riemann surface, i.e., a compact one-dimensional
complex manifold, if and only if Λ is a lattice, or equivalently, if and only if the periods 𝜔1
and 𝜔2 that generate Λ are linearly independent over ℝ. This turns out to be the case, and
further, the map 𝐹 is a complex analytic isomorphism from 𝐸(ℂ) to ℂ∕Λ. However, rather
than proving these statements here, we instead turn to the study of the space ℂ∕Λ for a
given lattice Λ. we construct the inverse to the map 𝐹 and prove that ℂ∕Λ is analytically
isomorphic to 𝐸Λ(ℂ) for a certain elliptic curve 𝐸Λ∕ℂ. We then apply the uniformization
theorem (VI.5.1), which says that every elliptic curve 𝐸∕ℂ is isomorphic to some 𝐸Λ, to
deduce (VI.5.2) that the periods of 𝐸∕ℂ areℝ-linearly independent and that 𝐹 is a complex
analytic isomorphism. (For a direct proof of the ℝ-linear independence of 𝜔1 and 𝜔2 using
only Stokes’s theorem in ℝ2).

Let Λ ⊂ ℂ be a lattice, ie., Λ is a discrete subgroup of ℂ that contains an ℝ-basis for
ℂ. In this section we study meromorphic functions on the quotient space ℂ∕Λ, or equiva-
lently, meromorphic functions on ℂ that are periodic with respect to the lattice Λ.
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Elliptic Function. An elliptic function (relative to the latticeΛ) is a meromorphic function
𝑓(𝑧) on ℂ that satisfies, 𝑓(𝑧 + 𝜔) = 𝑓(𝑧), for all 𝑧 ∈ ℂ and all 𝜔 ∈ Λ.

The set of all such functions is denoted by ℂ(Λ). It is clear that ℂ(Λ) is a field.

Fundamental Parallelogram. A fundamental parallelogram for Λ is a set of the form
𝐷 = {𝑎 + 𝑡1𝜔1 + 𝑡2𝜔2 ∶ 0 ≤ 𝑡1, 𝑡2 < 1}, where 𝑎 ∈ ℂ and {𝜔1, 𝜔2} is a basis for Λ.

b. Elliptic Functions
Proposition. A holomorphic elliptic function, i.e., an elliptic function with no poles, is
constant. Similarly, an elliptic function with no zeros is constant.

Proof. Suppose that 𝑓(𝑧) ∈ ℂ(Λ) is holomorphic. Let 𝐷 be a fundamental parallelogram
for Λ. The periodicity of 𝑓 implies that,

sup
𝑧∈ℂ

|𝑓(𝑧)| = sup
𝑧∈𝐷

|𝑓(𝑧)|

The function 𝑓 is continuous and the set 𝐷 is compact, so |𝑓(𝑧)| is bounded on 𝐷. Hence 𝑓
is bounded on all of ℂ, so Liouville’s theorem tells us that 𝑓 is constant. This proves the
first statement. Finally, if 𝑓 has no zeros, then 1∕𝑓 is holomorphic, hence constant. 2

Let 𝑓 be an elliptic function and let 𝑤 ∈ ℂ. Then, just as for any meromorphic function,
we can look at its order of vanishing and its residue, which we denote by

ord𝑤(𝑓) = order of vanishing of 𝑓 at 𝑤
res𝑤(𝑓) = residue of 𝑓 at 𝑤

The fact that 𝑓 is elliptic implies that the order and the residue of 𝑓 do not change if we
replace 𝑤 by 𝑤 + 𝜔 for any 𝜔 ∈ Λ. This prompts the following convention,

∑

𝑤∈ℂ∕Λ

denotes a sum over 𝑤 ∈ 𝐷, where 𝐷 is a fundamental parallelogram for Λ. By implication,
the value of the sum is independent of the choice of 𝐷 and only finitely many terms of
the sum are nonzero. Notice that (VI.2.1) is the complex analogue of (II.1.2), which says
that an algebraic function that has no poles is constant. The next theorem and corollary
continue this theme by proving for ℂ∕Λ results that are analogous to (II.3.1) and (III.3.5).

Theorem. Let 𝑓 ∈ ℂ(Λ) be an elliptic function relative to Λ.
(a)

∑
𝑤∈ℂ∕Λ res𝑤(𝑓) = 0

(b)
∑

𝑤∈ℂ∕Λ ord𝑤(𝑓) = 0
(c)

∑
𝑤∈ℂ∕Λ ord𝑤(𝑓)𝑤 ∈ Λ

Proof. Let 𝐷 be a fundamental parallelogram for Λ such that 𝑓(𝑧) has no zeros or poles
on the boundary 𝜕𝐷 of 𝐷.
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(a) The residue theorem tells us that,

∑

𝑤∈ℂ∕Λ
res𝑤(𝑓) =

1
2𝜋𝑖 ∫𝜕𝐷

𝑓(𝑧) 𝑑𝑧

The periodicity of 𝑓 implies that the integrals along the opposite sides of the parallel-
ogram cancel, so the total integral around the boundary of 𝐷 is zero.

(b) The periodicity of 𝑓(𝑧) implies that 𝑓′(𝑧) is also periodic, so applying (1) to the elliptic
function 𝑓′(𝑧)∕𝑓(𝑧) gives,

∑

𝑤∈ℂ∕Λ
res𝑤(𝑓′∕𝑓) = 0

since res𝑤(𝑓′∕𝑓) = ord𝑤(𝑓), this is the desired result.
(c) We apply the residue theorem to the function, 𝑧𝑓′(𝑧)∕𝑓(𝑧) to obtain,

∑

𝑤∈ℂ∕Λ
ord𝑤(𝑓)𝑤 = 1

2𝜋𝑖 ∫𝜕𝐷
𝑧𝑓′(𝑧)
𝑓(𝑧)

𝑑𝑧

= 1
2𝜋𝑖 (∫

𝑎+𝜔1

𝑎
+ ∫

𝑎+𝜔1+𝜔2

𝑎+𝜔1
+ ∫

𝑎+𝜔2

𝑎+𝜔1+𝜔2
+ ∫

𝑎

𝑎+𝜔2
)
𝑧𝑓′(𝑧)
𝑓(𝑧)

𝑑𝑧

In the second (respectively third) integral wemake the change of variable 𝑧 ↦→ 𝑧+𝜔1
(respectively 𝑧 ↦→ 𝑧 + 𝜔2). Then the periodicity of 𝑓′(𝑧)∕𝑓(𝑧) yields,

∑

𝑤∈ℂ∕Λ
ord𝑤(𝑓)𝑤 = − 𝜔2

2𝜋𝑖 ∫
𝑎+𝜔1

𝑎

𝑓′(𝑧)
𝑓(𝑧)

𝑑𝑧 + 𝜔1
2𝜋𝑖 ∫

𝑎+𝜔2

𝑎

𝑓′(𝑧)
𝑓(𝑧)

𝑑𝑧

If 𝑔(𝑧) is any meromorphic function, then the integral,

1
2𝜋𝑖 ∫

𝑏

𝑎

𝑔′(𝑧)
𝑔(𝑧)

𝑑𝑧

is the winding number around 0 of the path.

[0, 1]→ ℂ
𝑡 ↦→ 𝑔((1 − 𝑡)𝑎 + 𝑡𝑏)

In particular, if 𝑔(𝑎) = 𝑔(𝑏), then the integral is an integer. Thus the periodicity of
𝑓′(𝑧)∕𝑓(𝑧) implies that∑ ord𝑤(𝑓)𝑤 has the form, −𝜔2𝑛2 + 𝜔1𝑛1 for 𝑛1, 𝑛2 ∈ ℤ, so it
is in Λ.

Hence, we have proved the theorem. 2

Order. The order of an elliptic function is its number of poles (counted with multiplicity)
in a fundamental parallelogram. Equivalently, (VI.2.2b) says that the order is the number
of zeros.

Corollary. A non-constant elliptic function has order at least 2.
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If 𝑓(𝑧) has a single simple pole, then (VI.2.2a) tells us that the residue at that pole is
0, so 𝑓(𝑧) is actually holomorphic. We now define the divisor group of ℂ∕Λ, denoted by
Div(ℂ∕Λ), to be the group of formal linear combinations,

∑

𝑤∈ℂ∕Λ
𝑛𝑤(𝑤)

with 𝑛𝑤 ∈ ℤ and 𝑛𝑤 = 0 for all but finitely many 𝑤. Then for 𝐷 = ∑𝑛𝑤(𝑤) ∈ Div(ℂ∕Λ),
we define and deg𝐷 =∑𝑛𝑤, Div

0(ℂ∕Λ) = {𝐷 ∈ Div(ℂ∕Λ) ∶ deg𝐷 = 0}. Further, for any
𝑓 ∈ ℂ(Λ)∗ we define the divisor of 𝑓 to be,

div(𝑓) =
∑

𝑤∈ℂ∕Λ
ord𝑤(𝑓)(𝑤)

We see from (VI.2.2b) that div(𝑓) ∈ Div0(ℂ∕Λ). The map, div ∶ ℂ(Λ)∗ → Div0(ℂ∕Λ) is
clearly a homomorphism, since each ord𝑤 is a valuation. Finally, we define a summation
map, sum ∶ Div0(ℂ∕Λ)→ ℂ∕Λ, sum(∑𝑛𝑤(𝑤)) =

∑𝑛𝑤𝑤 (mod Λ). The next result gives
an exact sequence that encompasses our main results so far for ℂ∕Λ, plus one fact (VI.3.4)
that will be proven in the next section.

Theorem. The following is an exact sequence:

1 ,→ ℂ∗ ,→ ℂ(Λ)∗
div
,,→ Div0(ℂ∕Λ)

sum
,,,→ ℂ∕Λ ,→ 0

c. Construction of Elliptic Functions
We saw the theory behind elliptic functions, but how do we construct there special complex
functions? In order to show that the results, we saw are not vacuous, we must construct
some non-constant elliptic functions. We know from (VI.2.3) that any such function has
order at least 2. FollowingWeierstrass, we look for a function with a pole of order 2 at 𝑧 = 0.

Weierstrass℘-function. Let Λ ⊂ ℂ be a lattice. The Weierstrass℘-function (relative to
Λ) is defined by the series,

℘(𝑧,Λ) = 1
𝑧2 +

∑

𝜔∈Λ, 𝜔≠0
( 1
(𝑧 − 𝜔)2

− 1
𝜔2)

The Eisenstein series of weight 2𝑘 (for Λ) is the series,

𝐺2𝑘(Λ) =
∑

𝜔∈Λ, 𝜔≠0
𝜔−2𝑘

For notational convenience, we write℘(𝑧) and 𝐺2𝑘 if the lattice Λ has been fixed.

Theorem. Let Λ ⊂ ℂ be a lattice.
(a) The Eisenstein series 𝐺2𝑘(Λ) is absolutely convergent for all 𝑘 > 1.
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(b) The series defining the Weierstrass℘-function converges absolutely and uniformly
on every compact subset of ℂ∕Λ. The series defines a meromorphic function on ℂ
having a double pole with residue 0 at each lattice point and no other poles.

(c) The Weierstrass℘-function is an even elliptic function.

Proof. (a) Since Λ is discrete in ℂ, it is not hard to see that there is a constant 𝑐 = 𝑐(Λ)
such that for all 𝑁 ≥ 1, the number of points in an annulus satisfies,

#{𝜔 ∈ Λ ∶ 𝑁 ≤ |𝜔| < 𝑁 + 1} < 𝑐𝑁

This allows us to estimate,

∑

𝜔∈Λ, |𝜔|≥1

1
|𝜔|2𝑘 ≤

∞∑

𝑁=1

#{𝜔 ∈ Λ ∶ 𝑁 ≤ |𝜔| < 𝑁 + 1}
𝑁2𝑘 <

∞∑

𝑁=1

𝑐
𝑁2𝑘−1 <∞

(b) If |𝜔| > 2|𝑧|, then
|||||||

1
(𝑧 − 𝜔)2

− 1
𝜔2

|||||||
=
|||||||
𝑧(2𝜔 − 𝑧)
𝜔2(𝑧 − 𝜔)2

|||||||
≤ |𝑧|(2|𝜔| + |𝑧|)
|𝜔|2(|𝜔| − |𝑧|)2

≤ 10|𝑧|
|𝜔|3

It follows from (1) that the series for℘(𝑧) is absolutely convergent for all 𝑧 ∈ ℂ∕Λ,
and that it is uniformly convergent on every compact subset of ℂ∕Λ. Therefore
the series defines a holomorphic function on ℂ∕Λ, and it is clear from the series
expansion that℘(𝑧) has a double pole with residue 0 at each point in Λ.

(c) Replacing 𝜔 by −𝜔 in the series for℘ it is clear that℘(𝑧) = ℘(−𝑧), so℘ is an even
function. We know from (2) that the series for℘ is uniformly convergent, so we can
compute its derivative by differentiating term by term,

℘′(𝑧) = −2
∑

𝜔∈Λ

1
(𝑧 − 𝜔)3

It is clear from this expression that℘′ is an elliptic function, so℘′(𝑧+𝜔) = ℘′(𝑧) for
all 𝜔 ∈ Λ. Integrating this equality with respect to 𝑧, yields℘(𝑧 + 𝜔) = ℘(𝑧) + 𝑐(𝜔)
for all 𝑧 ∈ ℂ and 𝑐(𝜔) ∈ ℂ is independent of 𝑧. Setting, 𝑧 = − 1

2
𝜔 and using the

evenness of℘(𝑧) proves that 𝑐(𝜔) = 0, so℘ is an elliptic function.
Hence proved. 2

Next we show that every elliptic function is a rational function of theWeierstrsss℘-function
and its derivative. This result is the analytic analogue of (III.3.1.1).

Theorem. Let Λ ⊂ ℂ be a lattice. Then

ℂ(Λ) = ℂ(℘(𝑧),℘′(𝑧))

ie., every elliptic function is a rational combination of℘ and℘′.

Proof. Let 𝑓(𝑧) = ℂ(Λ). Writing,

𝑓(𝑧) = 𝑓(𝑧) + 𝑓(−𝑧)
2 + 𝑓(𝑧) − 𝑓(−𝑧)

2
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we see that it suffices to prove the theorem for functions that are either odd or even. Further,
if 𝑓(𝑧) is odd, then 𝑓(𝑧)℘′(𝑧) is even, so we are reduced to the case that 𝑓 is an even elliptic
function. The assumption that 𝑓 is even implies that,

ord𝑤𝑓 = ord−𝑤𝑓

for every 𝑤 ∈ ℂ. Further, we claim that if 2𝑤 ∈ Λ, then ord𝑤𝑓 is even. To see this, we
differentiate 𝑓(𝑧) = 𝑓(−𝑧) epeatedly to obtain,

𝑓(𝑖)(𝑧) = (−1)𝑖𝑓(𝑖)(−𝑧)

If 2𝑤 ∈ Λ, then 𝑓(𝑖)(𝑧) has the same value at 𝑤 and −𝑤, so

𝑓(𝑖)(𝑤) = 𝑓(𝑖)(−𝑤) = (−1)𝑖𝑓(𝑖)(𝑤)

Thus, 𝑓(𝑖)(𝑤) = 0 for odd values of 𝑖, so ord𝑤𝑓 is even. 2

Let 𝐷 be a fundamental parallelogram for Λ, and let 𝐻 be 1
2
𝐷. In other words, 𝐻 is a

fundamental domain for (ℂ∕Λ) ⧵ {±1}, or equivalently, ℂ is a disjoint union,

ℂ = (𝐻 + Λ) ∪ (−𝐻 + Λ)

as illustrated in the figure. The above discussion implies that the divisor of 𝑓 has the form,
∑

𝑤∈𝐻
𝑛𝑤((𝑤) + (−𝑤))

for certain 𝑛𝑤 ∈ ℤ. Note that for 2𝑤 ∈ Λ, we are using the fact that ord𝑤𝑓 is even. Consider
the function,

𝑔(𝑧) =
∏

𝑤∈𝐻⧵{0}
(℘(𝑧) −℘(𝑤))𝑛𝑤

The divisor of℘(𝑧) −℘(𝑤) is (𝑤) + (−𝑤) − 2(0), so we see that 𝑓 and 𝑔 have exactly the
same zeros and poles except possibly at 𝑤 = 0. But then (VI.2.2b) implies that they have
the same order at 0, too. Thus, 𝑓(𝑧)∕𝑔(𝑧) is a holomorphic elliptic function, hence it is
constant from (VI.2.1).

The Weierstrass 𝜎-function. The Weierstrass 𝜎-function relative to Λ is the function
defined by the product,

𝜎(𝑧) = 𝜎(𝑧,Λ) =
∏

𝜔∈Λ, 𝜔≠0

(
1 + 𝑧

𝜔
)
𝑒(𝑧∕𝜔)+

1
2
(𝑧∕𝜔)2

The next lemma describes the basic facts about 𝜎(𝑧) that are needed for our applications.

Lemma. 𝜎(𝑧) follows these basic facts:
(a) The infinite product for 𝜎(𝑧) defines a holomorphic function on all ofℂ. It has simple

zeros at each 𝑧 ∈ Λ and no other zeros.
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(b) For all 𝑧 ∈ ℂ ⧵ Λ,

𝑑2
𝑑𝑧2 log𝜎(𝑧) = −℘(𝑧)

(c) For every 𝜔 ∈ Λ, there exists 𝑎, 𝑏 ∈ ℂ, depending on 𝜔, such that

𝜎(𝑧 + 𝜔) = 𝑒𝑎𝑧+𝑏𝜎(𝑧)

for all 𝑧 ∈ ℂ.

Proof. (a) The absolute and uniform convergence of the infinite product on ℂ follows
from (VI.3.1a) and standard facts about convergence of infinite products. The location
and order of the zeros is clear by inspection.

(b) The logarithm of 𝜎(𝑧) is,

log𝜎(𝑧) = log 𝑧 +
∑

𝜔∈Λ, 𝜔≠0
{log

(
1 + 𝑧

𝜔
)
+ 𝑧
𝜔 + 1

2
( 𝑧
𝜔
)2
}

and (1) tells us that we may differentiate term by term. The second derivative, up to
sign, is exactly the series defining℘(𝑧).

(c) The Weierstrass ℘-function is elliptic (VI.3.1c), so ℘(𝑧 + 𝜔) = ℘(𝑧). Integrating
twice with respect to 𝑧 and using (2) yields,

log𝜎(𝑧 + 𝜔) = log𝜎(𝑧) + 𝑎𝑧 + 𝑏

for constants of integration 𝑎, 𝑏 ∈ ℂ. 2

Proposition. Let 𝑛1,… , 𝑛𝑟 ∈ ℤ and 𝑧1,… , 𝑧𝑟 ∈ ℂ satsify,
∑

𝑛𝑖 = 0,
∑

𝑛𝑖𝑧𝑖 ∈ Λ

Then there exists an elliptic function 𝑓(𝑧) ∈ ℂ(Λ) satisfying,

div(𝑓) =
∑

𝑛𝑖(𝑧𝑖)

More precisely, if we choose the 𝑛𝑖 and 𝑧𝑖 to satisfy
∑𝑛𝑖𝑧𝑖 = 0, then we may take

𝑓(𝑧) =
∏

𝜎(𝑧 − 𝑧𝑖)𝑛𝑖

Proof. Let 𝜆 =∑𝑛𝑖𝑧𝑖 ∈ Λ. Replacing,

𝑛1(𝑧1) +⋯ + 𝑛𝑟(𝑧𝑟)→ 𝑛1(𝑧1) +⋯ + 𝑛𝑟(𝑧𝑟) + (0) − (𝜆)

we may assume that
∑𝑛𝑖𝑧𝑖 = 0. Then (VI.3.3a) implies that,

𝑓(𝑧) =
∏

𝜎(𝑧 − 𝑧𝑖)𝑛𝑖 2
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We next derive the Laurent series expansions for℘(𝑧) around 𝑧 = 0, from which we will
deduce the fundamental algebraic relation satisfied by℘(𝑧) and℘′(𝑧).

Theorem.
(a) The Laurent series for℘(𝑧) around 𝑧 = 0 is given by,

℘(𝑧) = 1
𝑧2 +

∞∑

𝑘=1
(2𝑘 + 1)𝐺2𝑘+2𝑧2𝑘

(b) For all 𝑧 ∈ ℂ ⧵ Λ, the Weierstrass℘-function and its derivative satisfy the relation,

℘′(𝑧)2 = 4℘(𝑧)3 − 60𝐺4℘(𝑧) − 140𝐺6

Proof. (a) For all 𝑧 with |𝑧| < |𝜔| we have,

1
(𝑧 − 𝜔)2

− 1
𝜔2 =

1
𝜔2 (

1
(1 − 𝑧∕𝜔)2

− 1) =
∞∑

𝑛=1
(𝑛 + 1) 𝑧𝑛

𝜔𝑛+2

(b) We write out the first few terms of various Laurent expansions:

℘′(𝑧)2 = 4𝑧−6 − 24𝐺4𝑧−2 − 80𝐺6 + …
℘(𝑧)3 = 𝑧−6 + 9𝐺4𝑧−2 + 15𝐺6 + …
℘(𝑧) = 𝑧−2 + 3𝐺4𝑧2 + …

Comparing these expansions, we see that the function,

𝑓(𝑧) = ℘′(𝑧)2 − 4℘(𝑧)3 + 60𝐺4℘(𝑧) + 140𝐺6

is holomorphic at 𝑧 = 0 and satisfies 𝑓(0) = 0. But 𝑓(𝑧) is an elliptic function relative
to Λ, and from (VI.3.1b) it is holomorphic away from Λ, so 𝑓(𝑧) is a holomorphic
elliptic function. Then (VI.2.1) says that 𝑓(𝑧) is constant, and the fact that 𝑓(0) = 0
implies that 𝑓 is identically zero. 2

Remark 3.5.1. It is standard notation to set,

𝑔2 = 𝑔2(Λ) = 60𝐺4(Λ)
𝑔3 = 𝑔3(Λ) = 140𝐺6(Λ)

Then the algebraic relation satisfied by℘(𝑧) and℘′(𝑧) reads,

℘′(𝑧)2 = 4℘(𝑧)3 − 𝑔2℘℘(𝑧) − 𝑔3
Let 𝐸∕ℂ be an elliptic curve. The group law 𝐸 × 𝐸 → 𝐸 is given by everywhere locally
defined rational functions (III.3.6), so we see in particular that 𝐸 = 𝐸(ℂ) is a complex Lie
group, i.e., it is a complex manifold with a group law given locally by complex analytic
functions. Similarly, if Λ ⊂ ℂ is a lattice, then ℂ∕Λ with its natural addition is a complex
Lie group. The next result says that ℂ∕Λ is always complex analytically isomorphic to an
elliptic curve.

Proposition. Let 𝑔2 = 𝑔2(Λ) and 𝑔3 = 𝑔3(Λ) be the quantities associated to a lattice
Λ ⊂ ℂ.
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(a) The polynomial 𝑓(𝑥) = 4𝑥3 − 𝑔2𝑥 − 𝑔3 has distinct roots, so its discriminant ∆(Λ) =
𝑔32 − 27𝑔23 is nonzero.

(b) Let 𝐸∕ℂ be the curve, where 𝐸 ∶ 𝑦2 = 4𝑥3 − 𝑔2𝑥 − 𝑔3, which from (1) is an elliptic
curve. Then the map, 𝜙 ∶ ℂ∕Λ→ 𝐸(ℂ) ⊂ ℙ2(ℂ), 𝑧 ↦→ [℘(𝑧),℘′(𝑧), 1], is a complex
analytic isomorphism of complex Lie groups, i.e., it is an isomorphism of Riemann
surfaces that is also a group homomorphism.

Proof. (a) Let 𝜔1, 𝜔2 be a basis for Λ and 𝜔3 = 𝜔1 + 𝜔2. Then, since ℘′(𝑧) is an odd
elliptic function, we see that

℘′(𝑧) (𝜔𝑖2 ) = −℘′(𝑧) (−𝜔𝑖2 ) = −℘′(𝑧) (𝜔𝑖2 )

so℘′(𝑧)(𝜔𝑖∕2) = 0. It follows from (VI.3.5b) that 𝑓(𝑥) vanishes at each of the values
𝑥 = ℘(𝜔𝑖∕2), so it suffices to show that these three values are distinct. The function
℘(𝑧) −℘(𝜔𝑖∕2) is even, so it has at least a double zero at 𝑧 = 𝜔𝑖∕2. However, it is an
elliptic function of order 2 , so it has only these zeros in an appropriate fundamental
parallelogram. Hence℘(𝜔𝑗∕2) ≠ ℘(𝜔𝑖∕2) for 𝑗 ≠ 𝑖.

(b) The image of 𝜙 is contained in 𝐸(ℂ) from (VI.3.5b). To see that 𝜙 is surjective, let
(𝑥, 𝑦) ∈ 𝐸(ℂ). Then℘(𝑧)−𝑥 is a nonconstant elliptic function, so from(VI.2.1) it has
a zero, say 𝑧 = 𝑎. It follows that℘′(𝑎)2 = 𝑦2, so replacing 𝑎 by −𝑎 if necessary, we
obtain℘′(𝑎) = 𝑦. Then 𝜙(𝑎) = (𝑥, 𝑦). Next suppose that 𝜙(𝑧1) = 𝜙(𝑧2). Assume first
that 2𝑧1 ∈∉ Λ. Then the function,℘(𝑧) −℘(𝑧1) is an elliptic function of order 2 that
vanishes at 𝑧1, −𝑧1 and 𝑧2. It follows that two of these values are congruent modulo
Λ, so the assumption that 2𝑧1 ∉ Λ tells us that, 𝑧2 ≡ ±𝑧1 (mod Λ) for some choice
of sign. Then, ℘′(𝑧1) = ℘′(𝑧2) = ℘′(±𝑧1) = ±℘′(𝑧) implies that 𝑧2 ≡ 𝑧1 (mod Λ)
(Note that℘′(𝑧2) ≠ 0 from the proof of (1)). Similarly if 2𝑧1 ∈ Λ, then℘(𝑧) −℘(𝑧1)
has a double zero at 𝑧1 and vanishes at 𝑧2, so we again conclude that 𝑧2 ≡ 𝑧1 (mod Λ).
This proves that 𝜙 is injective. Next we show that 𝜙 is an analytic isomorphism by
computing its effect on the cotangent spaces of ℂ∕Λ and 𝐸(ℂ). At every point of
𝐸(ℂ) , the differential form 𝑑𝑥∕𝑦 is holomorphic and nonvanishing. Finally, we
must check that 𝜙 is a homomorphism. Let 𝑧1, 𝑧2 ∈ ℂ. Using (VI.3.4), we can find a
function 𝑓(𝑧) ∈ ℂ(Λ)with divisor, div(𝑓) = (𝑧1+𝑧2)−(𝑧1)−(𝑧2)+(0). Then (VI.3.2)
allows us to write 𝑓(𝑧) = 𝐹(℘(𝑧),℘′(𝑧)) for a rational function 𝐹(𝑋,𝑌) ∈ ℂ(𝑋,𝑌).
Treating, 𝐹(𝑥, 𝑦) as an element of ℂ(𝑥, 𝑦) = ℂ(𝐸), we have div(𝐹) = (𝜙(𝑧1 + 𝑧2)) −
(𝜙(𝑧1)) − (𝜙(𝑧2)) + (𝜙(0)). It follows from (III.3.5) that, 𝜙(𝑧1 + 𝑧2) = 𝜙(𝑧1) + 𝜙(𝑧2).
Hence a homorphism.

Hence completing the proof of the proposition. 2
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